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Abstract

Various astronomical observations have revealed the non-uniform distributions of matter

and radiation of the universe. Such distribution is called the large-scale structure (LSS) of

the universe. The LSS is formed via gravitational evolution from tiny fluctuations that were

generated in the early universe 13.8 billion years ago. It contains information on the initial

state, expansion history, and contents of the universe. Galaxy surveys have played an important

role in revealing the LSS in the present universe. Current observational results are explained

by a model where we assume the cosmological constant (Λ) and cold dark matter (CDM), the

so-called ΛCDM model.

Several unresolved issues in cosmology can be studied by probing the LSSs in more de-

tail than ever before. The issues include the properties of dark energy and dark matter, the

mechanism that generates the initial state of the universe, and the properties of cosmic neu-

trinos. Observations of the LSS of the distant universe will also allow us to study galaxy

formation and evolution and other astronomical phenomena, such as the cosmic reionization of

the intergalactic medium (IGM) that occurred when the universe was a few billion years old.

An emerging observational method, line intensity mapping (LIM) will allow us to probe

large-scale distributions of galaxies and IGM in greater volumes and greater distances than

has been done before. In LIM observations, spectroscopic observations are conducted over

large fields of the sky with lower angular/spectral resolutions. Instead of detecting individual

emission sources, we aim at detecting the intensity fluctuations of spectral line emissions, which

trace three-dimensional distributions of the line emitters. The LIM technique will allow us to

survey large volumes efficiently and provide precise constraints on cosmology and astrophysics.

A variety of future LIM observations are currently planned and proposed.

In LIM observations, there are serious problems of large observational noises and contami-

nantion including line interlopers that cannot be easily removed. While several methods (e.g.,

cross-correlation analysis) have been proposed to statistically extract line emission signals at a

specific redshift, these methods abandon phase information of line intensity signals, which are

valuable for studying cosmology and astrophysics.

In this thesis, we propose, for the first time, to use machine learning to perform pixel-

by-pixel extraction of signals at specific redshifts from LIM observational data. We per-

form a demonstration of our methods assuming future near-infrared LIM observations such

as SPHEREx and CDIM. These observations will probe the LSSs from intermediate redshifts

to the epoch of reionization traced by rest-frame optical and ultra-violet emission lines in-

cluding Hα and [Oiii]5007Å. We use convolutional neural networks (CNNs) to deal with the

line intensity maps. We build conditional generative adversarial networks (cGANs), which

are known to be one of the best image-to-image translation models, and train them on signal

extraction tasks in several conditions.

We first devise a method to remove the observational noises from LIM observational data.

We generate mock observational data using a cosmological simulation and train cGANs to



extract line emission signals from noisy observational maps. The trained networks reconstruct

the line emission signals properly although the observed data is noise-dominated. We find that

the reproducibility depends on the size and resolution of the training data. When we adopt

the original angular resolution of SPHEREx of 0.1 arcmin, the locations of bright point sources

are accurately reconstructed, but the faint extended signals are not reproduced well. When we

train the network with maps of a coarser resolution of 2 arcmin, the faint signal distributions

and large-scale power spectrum are reproduced.

Next, we consider the line confusion problem. Assume that there are two emission lines

with rest-frame wavelengths λ1 and λ2. Emissions of line 1 from redshift z1 are observed at the

wavelength λobs = λ1(1 + z1). The observed signals at this wavelength are also contaminated

by line 2 from redshift z2 = λobs/λ2 − 1. The contributions of individual lines cannot be easily

separated because of low resolutions of LIM observations. The line confusion problem is one

of the most serious problems in the LIM observations. We construct a cGAN to separate two

emission signals originating from different elements, for example, the Hα line from z = 1.3 and

the [Oiii] line from z = 2.0. We find the LSSs traced by two signals are clearly separated by

our cGAN. The peak positions of the intensities are detected with 76 and 32 percent precision

for Hα and [Oiii]. Statistics such as the power spectra, probability distribution functions,

and mean intensities are also properly reproduced. By looking at the convolutional filters, we

find that our cGAN extracts characteristic large-scale features from the observed images. This

indicates that our cGAN learns the differences in the LSSs at each redshift to perform the

separation.

In the above two experiments, we only deal with two-dimensional LIM data at a single

observed wavelength. In actual LIM observations, spectral information is also available. We

develop a cGAN that can be applied to the three-dimensional observational data cubes. We

construct a network architecture that provides the machine with physical information on the

wavelengths of individual emission lines. We find that our physics-informed cGAN can extract

the bright peaks of individual emission lines with 84 and 68 percent precision. We investigate

how the machine extracts the signals by performing various methods and find that the cGAN

may focus on the co-existence of multiple emission line signals in the spectral direction.

The reconstructed intensity maps trace the LSS of the universe and also provide information

on the galaxy population at high redshifts. They can be used in various studies on cosmology

and astrophysics. As one of these applications, we investigate using the line intensity maps to

study the epoch of reionization. In particular, we predict the cross-correlation signals between

the 21-cm line emissions from neutral hydrogen in the IGM and [Oiii] line emissions from

galaxies at the epoch of reionization. We find that the large-scale cross-power spectrum can be

detected with future LIM observations if we can properly extract foreground interlopers with

methods like ours. The observed signals depend on the reionization process and can be used

to reveal the cosmic reionization history.

The machine learning methods we devised in this thesis enable pixel-by-pixel extraction

of the LIM signals at a particular redshift. Such methods are crucial to fully utilize the huge

amount of observational data obtained in future observations. When our methods are applied

to future observational data over unprecedented scales, we can robustly detect faint LSS signals

and solve various issues in cosmology and astrophysics.
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Chapter 1

Introduction

Observations of the cosmic microwave background (CMB) have revealed the existence of tiny

fluctuations in the early universe. These fluctuations grow with time via gravitational inter-

action and form the large-scale structure (LSS) observed in the present universe. The LSS

contains information on the initial state and evolutionary history of the universe. Current ob-

servations can be explained by the cold dark matter (CDM) model with a cosmological constant

(Λ), the so-called ΛCDM model.

The LSS of the universe can be measured by observing the distributions of galaxies as

well as the CMB, weak lensing signals, and Lyα absorption in the spectra of distant quasars.

Future galaxy surveys will provide LSSs of the universe much farther and wider than we

have reached so far. They will allow us to study several important issues of cosmology and

astrophysics. It is crucial to predict the observational signals and to prepare methods to analyze

future observational data. For this purpose, cosmological simulations will absolutely play an

important role, and we can also use machine learning techniques.

Scientific Goals

Future LSS observations allow us to study the following:

• Dark energy The cosmic expansion is considered to be caused by dark energy. The

energy conservation law of the spatially homogeneous and isotropic universe is given by

ρ̇+ 3
ȧ

a

[
ρ+

p

c2

]
= 0, (1.1)

where a is the scale factor of the universe, ρ is the density, p is the pressure, and c is the

speed of light. The equation of state of the dark energy is represented by

pd = wρdc
2. (1.2)

It explains the accelerated expansion of the universe (i.e., ä > 0) when w < −1/3 and

corresponds to the cosmological constant Λ when w = −1. One of the major goals of

modern cosmology is to determine the evolution of the equation of state w(z). We can

1



2 Introduction

explore it by observing the expansion history of the universe. The expansion of the

universe is denoted by the Hubble parameter

H(z) ≡ ȧ

a
= H0

√
Ωr

a4
+

Ωm

a3
− K

H2
0a

2
+Ωd exp

[
3

∫ a0

a
(1 + w)

da

a

]
, (1.3)

where H0 is the Hubble parameter at the present universe, Ωr, Ωm, and Ωd are the energy

ratios of radiation, matter, and dark energy to the total energy in the present universe,

and K is the curvature. Current observational results are consistent with w = −1 (Planck

Collaboration XIV 2016), but various models suggest that deviation from it may be

occurring at z ≳ 2, where we have yet to fully explore (e.g., Raveri et al. 2017).

• Gravity theory The cosmic expansion may also be explained by a modified gravity

theory instead of assuming mysterious dark energy. Since general relativity has been

tested very well on small scales by the observations of the Solar system and pulsars,

we generally consider theories in which there is (some) deviation only at large scales.

Large-scale observations are thus essential to test these theories.

• Mechanism that generates initial state One of the most plausible models of the

early universe is the inflation model, in which space expands exponentially during a cer-

tain period in the early universe. While the simplest inflation models predict initial

density fluctuations that are described by a Gaussian random field, some models predict

non-Gaussian distribution. To test these models, it is important to constrain the primor-

dial non-Gaussianity fNL. Currently, the best constraints are given by the bispectrum

of the CMB (e.g., fNL = −0.9 ± 5.1 for local non-Gaussianity; Planck Collaboration IX

2020). The primordial non-Gaussianity can also be probed by observing the present LSS

on ultra-large scales that are not subject to nonlinear effects.

• Neutrino mass Observations of neutrino oscillations have shown that neutrinos are

massive. Astronomical observations put stronger upper limits on the total mass than

particle experiments. The massive neutrinos suppress the structure formation on small

scales and thus can be studied with the LSS of the unvierse.

• Cosmic reionization and heating Various observations suggest that the intergalactic

medium (IGM) extending over the entire universe becomes ionized at z ∼ 8. This epoch

is referred to as the epoch of reionization (EoR). The IGM heating is also considered to

precede the cosmic reionization. Details of these phenomena are still unclear, and they

are among the frontiers in cosmology and astrophysics.

Cosmological Simulation

For a given cosmological model, we can numerically simulate the structure formation of the

universe. Cosmological simulation is an important method to connect the observations and



3

theories on the LSS. As the cosmological parameters have been determined with good accuracy,

cosmological simulations can be used for predicting the observational data.

In cosmological simulations, we simulate the distribution and physical properties of matter

by numerically solving physical processes from the initial state of the universe. It allows us to

follow nonlinear evolution, which is difficult to handle analytically. Since it is practically im-

possible to resolve all matter into individual elementary particles in the simulations, we replace

them with particles of certain masses or divide them into grids of finite size. In the simplest

case (e.g., N-body simulations), we only consider the dark matter and solve its gravitational

growth. We can simulate the matter distribution of a very large volume with such simulations.

To follow the galaxy formation, we need to include baryonic physics. In cosmological

hydrodynamics simulations, we follow the evolution of the dark matter and baryons by solving

both gravity and hydrodynamics. Hydrodynamics simulations are costly compared to the

dark-matter-only simulations. Thus we adopt smaller spatial/mass resolutions and smaller

volumes. A typical mass resolution of the recent cosmological hydrodynamics simulations is

104 − 106 M⊙, which is not enough to resolve the molecular cloud where stars form. For this

reason, we use subgrid recipes to model the physical processes such as gas cooling and heating,

star formation, feedback from the supernova explosions and active galactic nuclei (AGN), metal

yield from stars, and so on. The free parameters of the subgrid models are chosen so that the

simulation results fit various observational results including statistical observables (e.g., star

formation history, stellar mass function, stellar-to-halo mass ratio, mass-metallicity relation,

galaxy size) and other individual observables (e.g., Kennicutt-Schmidt law, morphology and

radial profile of individual galaxies, phase-space distribution of gas).

So far, it has been difficult to resolve the internal structures of galaxies in a simulation of

cosmological volume. Recently, large cosmological hydrodynamics simulation projects such as

EAGLE (Schaye et al. 2015), Illustris (Vogelsberger et al. 2014), and IllustrisTNG (Pillepich

et al. 2018) have made it possible. These simulations resolve individual galaxies even for large

box sizes ∼ 100 Mpc. The simulation outputs obtained from these projects are open access in

most cases, and anyone can use them for various kinds of studies.

Machine Learning Techniques

Data analysis methods using machine learning have been attracting attention in various fields.

The machines learn features of training data (e.g., complex images) and perform automated

processes (e.g., classification). With the advent of graphics processing units (GPUs), com-

plex machine learning models such as convolutional neural networks have been under intense

investigation. Machine learning models are used for many kinds of tasks such as classifica-

tion, clustering analysis, regression, and generation. In astrophysics and cosmology, machine

learning methods have been widely used for various tasks as reviewed by, e.g., Ball & Brunner

(2010), Ntampaka et al. (2019), and Fluke & Jacobs (2020).

One of the biggest advantages of using machine learning is that it can process large amounts

of data at high speed. Machine learning can be used to automate the detection and classification
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Figure 1.1: Line intensity mapping measures the fluctuations of the line emission with low
spatial and spectral resolution. If only one emission line with rest-frame wavelength λrest

contributes to the fluctuations, we can reconstruct the three-dimensional distribution of line
emitters by converting the observed wavelengths to redshifts as λobs = λrest(1 + z).

of galaxies, stars, and transients obtained from surveys (e.g., Ackermann et al. 2018; Cui

et al. 2021; du Buisson et al. 2015; Kojima et al. 2020; Ntampaka et al. 2015; Pearson et al.

2019). Machines can also discover unexpected rare sources such as galaxy-galaxy gravitational

lenses and extreme emission/absorption line sources (Baron & Poznanski 2017). Such usage

of machine learning will be more crucial to analyze the huge amount of data from future

observations.

Another advantage is that machines can capture complex structures, such as the LSS in

the present universe. Gupta et al. (2018) have used a machine learning model to derive cos-

mological information from the LSS observed in weak lensing observations and shown that it

could outperform the conventional analytical methods. Other studies also demonstrate that

we can estimate cosmological and astrophysical parameters from LSSs (e.g. Hong et al. 2021;

Ravanbakhsh et al. 2017), CMB (e.g., Caldeira et al. 2019) and 21-cm line intensity maps at

the EoR (e.g., Hassan et al. 2019; Shimabukuro & Semelin 2017), and clean noisy observational

data (e.g., Shirasaki et al. 2021) using machine learning.

A general issue of machine learning is that it is like a black box. We cannot easily understand

how a machine deals with the data. Thus even if errors and biases exist in its output, we

cannot easily recognize them. Recently, several methods have been proposed to understand

the machine learning processes (e.g., Erhan et al. 2009; Kendall & Gal 2017; Papernot &

McDaniel 2018; Simonyan et al. 2013), and they are being adopted in astrophysics problems as

well (e.g., Acquaviva et al. 2020; Matilla et al. 2020; Petroff et al. 2020; Villanueva-Domingo

& Villaescusa-Navarro 2021).
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Figure 1.2: The line intensity mapping suffers from large observational noise and line confusion.
Several emission lines from different redshifts contribute to the same observed wavelength. For
example, both Hα 6563Å from z = 1.3 and [Oiii] 5007Å from z = 2.0 are observed at 1.5 µm.

Aims of This Thesis

In this study, we use cosmological simulations to predict the observational signals in future

observations and devise analysis methods using machine learning techniques. We review the

observations of the LSS of the universe in Chapter 2 and describe our line emission model

used in this thesis in Chapter 3. In particular, we consider two types of emission lines with

rest-frame optical wavelengths: Hα and [Oiii].

We focus on an emerging method of observing LSSs, line intensity mapping (LIM), in

which we perform a spectroscopic observation to measure the fluctuations of the line emis-

sions over a large area with low spatial/spectral resolutions. From the measured fluctuation,

three-dimensional distribution of line emitters can be reconstructed by converting the observed

wavelengths to the redshifts using λobs = λrest(1 + z) (Fig.1.1). While LIM is a promising

method to survey large volumes very efficiently, there are several problems. If there are sev-

eral bright emission lines, distributions at different redshifts contaminate (Fig.1.2). They are

difficult to separate because of the low sensitivity and resolution. Large observational noises

are also problematic in the LIM observations.

In Chapters 4 - 6, we develop machine learning networks to extract LSS signals from LIM

observation data. The experiments are carried out in stages (Fig.1.3). First, (i) we extract

signals from noisy observational data. Then, (ii) we separate multiple emission lines from

noiseless data. Finally, (iii) we investigate the separation of multiple emission lines using

three-dimensional data including spectral information. For the first two experiments, we use

two-dimensional data at a single wavelength bin.

(i) Chapter 4 (2D): signal (Hα) + noise

(ii) Chapter 5 (2D): signals (Hα, [Oiii])

(iii) Chapter 6 (3D): signals (Hα, [Oiii]) + noise

We build our machine learning models using Tensorflow (Abadi et al. 2016). All the experiments

are performed on a single NVIDIA Titan RTX GPU.
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Figure 1.3: The experiments are carried out in stages. In experiment 1, we extract signals
from noisy observational data. In experiment 2, we separate multiple emission lines from
noiseless data. In experiment 3, we separate multiple emission lines in the presence of noise. In
experiments 1 and 2, we use two-dimensional data observed at a single wavelength slice, and
in experiment 3, we use three-dimensional data including spectral information.

The extracted LSSs can be used for various studies in cosmology and astrophysics. As one

of the applications, we consider using the line intensity maps to study the EoR in Chapter 7.

We predict the signals obtained from the combination of the 21-cm and [Oiii] LIM observations,

and investigate what we can learn from future observations. In this thesis, we adopt the ΛCDM

model with Ωm = 0.316, ΩΛ = 0.684, Ωb = 0.044, h = 0.673, and σ8 = 0.8 unless otherwise

noted.



Chapter 2

Observations of the Large-Scale
Structure of the Universe

In this chapter, we review the observations of the large-scale structure. In Section 2.1, we

discuss the characteristics of the observed LSSs, and overview the past and future observations

of the LSS in Section 2.2. Cosmic reionization can also be studied by observing the LSS in the

distant universe. In Section 2.3, we summarize the observations of cosmic reionization.

2.1 Large-Scale Structure of the Universe

We consider a matter density ρ(x) and its fluctuation

δ(x) = ρ(x)/ρ− 1, (2.1)

where ρ is the mean matter density. In the inflation model, the density fluctuations are gen-

erated by quantum fluctuations and the actual value of the fluctuation at each point is not

predictable. Therefore, statistics such as the power spectrum are used to compare the observed

data with the theory. The power spectrum P (k) is defined by

⟨δ̃(k)δ̃(k′)⟩ = (2π)3δ3D(k + k′)P (k), (2.2)

where

δ̃(k) =

∫
d3xδ(x)e−ik·x (2.3)

is the Fourier transform of the density fluctuations, and δ3D is the Dirac delta function in three-

dimensional space. In galaxy surveys, the correlation function is obtained by counting the

number of galaxy pairs that are separated by a certain distance. The correlation function is

the Fourier transform of the power spectrum

ξ(r) =

∫
d3k

(2π)3
eik·rP (k) (2.4)

P (k) =

∫
d3x e−ik·rξ(r) (2.5)

7



8 Observations of the Large-Scale Structure of the Universe

and provides the same information as the power spectrum.

In the early universe, the fluctuation grows linearly, and the power spectrum on a scale k

at time t is given by

P (k, t) ∝ D2(t)T 2(k, t)Pin(k), (2.6)

where Pin(k) is the power spectrum in the initial state, D(t) is the growth function, and T (k, t)

is the transfer function. In simple inflation models, the initial power spectrum follows the

power law Pin ∝ kn. Its amplitude is not determined theoretically and has to be determined

observationally, so we adopt the variance of the matter fluctuations in the present universe

averaged over a sphere of radius 8h−1 Mpc, σ2
8, as a free parameter. The growth function

D(t) depends on the energy budget of the universe. In a matter-dominated universe, it is

proportional to the scale factor, D(t) = a, and it is suppressed in the presence of dark energy.

The transfer function T (k, t) describes how differently the fluctuation on each scale grows.

For example, small-scale fluctuations that experience horizon crossing earlier than the matter-

radiation equality become smaller than the other scales because their growth is suppressed

during the radiation-dominated phase. Therefore, the observed power spectrum today is bent

around the wavelength corresponding to the Hubble radius at the time of equality, keq =

aeqHeq/c.

As the fluctuations become large, they grow nonlinearly. At small scales, the fluctuations

grow through gravitational instability, forming a gravitationally bound dark matter halo. The

dark matter is then virialized and further contraction is prevented. Baryons, on the other hand,

can be cooled via the interaction with photons and contract further. When the gas density

becomes sufficiently high, stars are formed. The cloud of the bright stars are observed as galax-

ies. Galaxy surveys provide the distributions of the galaxies that satisfy certain criteria on the

brightness, distance, etc. The galaxy distributions reflect the background matter distribution.

On large scales, the fluctuation of the number density of galaxies δg is considered to be roughly

proportional to the matter density fluctuation1

δ̃g(k) = bδ̃(k), Pg(k) = b2P (k). (2.7)

The coefficient b is called the bias parameter, which is generally scale-independent on large

scales. The bias parameter depends on the choice of galaxy sample. Since two scaling factors

of the galaxy power spectrum, the bias b and σ8, are essentially degenerate, the scale dependence

of the power spectrum is more important than its amplitude.

Redshift Space Distortion

The distances of galaxies from us are measured with redshift. In the Friedmann-Robertson-

Walker metric, there is a one-to-one correspondence between the redshift, z = 1/a− 1, and the

1Eq.2.7 is called 2-halo term. We also observe a clustering term between galaxies within a halo (1-halo term)
and a shot noise due to the discrete distribution of the galaxies on small scales.
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comoving distance

x(z) =

∫ z

0

c dz′

H(z′)
. (2.8)

In general, the redshift is measured from the deviation of the observed wavelength from the

rest-frame wavelength

λobs = λrest(1 + zs). (2.9)

If the galaxy has a proper velocity v along the line-of-sight, the Doppler shift affects the

observed redshift as zs = z + v/ca and the derived comoving distance as xs = x+ v/aH. The

index s denotes redshift space.

In a non-uniform universe, galaxies move toward overdense regions on average. Making a

linear approximation, the relationship between the number density of galaxies in real space,

ng(x), and that in redshift space, ns(xs), is given by

ns(xs) =
[
1− ∂

∂x3

( v

aH

)]
ng(x). (2.10)

The density and velocity fields are related as ikv ∼ −δ̇ in linear theory, and in the later universe,

the density scales with the growth function D. We thus obtain Kaiser’s formula (Kaiser 1987)

δ̃s(k) = (b+ fµ2)δ̃(k), (2.11)

where µ = k3/k is the cosine of the angle between k and the line of sight, and

f ≡ d logD

d log a
(2.12)

is the growth rate. We call β ≡ f/b the redshift-space distortion (RSD) parameter. At z ∼ 0,

f ∼ Ω0.6
m . The observed large-scale power spectrum becomes anisotropic

Ps(k) = (b+ fµ2)2P (k). (2.13)

By determining β from the observations of the anisotropy and the bias from the other obser-

vations, we can put constraints on the cosmological parameters.

Baryonic Acoustic Ocsillation

Before photon decoupling, the baryon couples with the photon and behaves differently from

dark matter. The fluid mixture of baryons and photons has a high pressure that pushes back the

gravitational contraction force from the dark matter potential, resulting in acoustic oscillations.

The oscillation starts when the fluctuation wavelength enters the horizon and continues until

decoupling. The phase of oscillation at decoupling varies with wavelength because of the

difference in the start time and duration of the oscillation. While the baryons catch up with

the gravitational growth of dark matter after decoupling, the distribution of baryons in the

present universe still shows a characteristic oscillation pattern. The scales at which the galaxy

BAO signals are seen with respect to those of the CMB depend on the expansion history of

the universe, and thus can be used to investigate the nature of dark energy.
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Primordial Non-Gaussianity

The primordial non-Gaussianity can be traced by the LSS on ultra-large scales (k < keq). It

does not appear in the matter power spectrum but appears in other statistics such as the one-

point probability distribution function and bispectrum. it also appears in the galaxy power

spectrum as a scale-dependent bias. Dalal et al. (2008) show that the local non-Gaussianity

skews the probability distribution of density fluctuations toward larger values, and produces

more galaxies. In this case, the deviation of the bias from that of the Gaussian distribution is

given by

∆b ∝ fNL

k2
. (2.14)

While it may be more difficult to obtain stronger constraints on fNL from a single galaxy survey

than from the CMB observations, we may be able to obtain competitive or more constraints

by using multiple tracers (Seljak 2009).

Suppression due to Free Streaming

The presence of light elements such as cosmic neutrinos modifies the power spectrum amplitude.

The temperature of the cosmic neutrino background decreases as the universe expands,

Tν =
( 4

11

)1/3
Tγ = 195 (1 + z) K, (2.15)

where Tγ is the temperature of the CMB.2 The neutrinos become non-relativistic when 3Tν ∼
mν (1 + z ∼ 2000 (mν/1 eV)). Non-relativistic neutrinos moving very fast with a thermal

velocity v ∼ 3Tν/mν stream out of the dense regions. Therefore, the matter fluctuations on

scales smaller than the free-streaming scale, i.e.,

k > kfs =

√
3

2

H(z)

v(1 + z)
∝ mνH(z)

(1 + z)2
, (2.16)

are suppressed. Detecting such scale dependent suppression provides information on neutrinos.

At mν ≫ Tν , energy density of neutrinos in the universe scales with the mass of the neutrinos,

and the amplitude of the suppression depends on the neutrino mass.

2.2 Observations of Large-Scale Distribution of the Galaxies

2.2.1 Galaxy Surveys

In galaxy surveys, the positions of individual galaxies are measured. The simplest method

is the imaging survey, which measures their locations on the celestial sphere and obtains the

projected distribution along the line of sight. To determine the depth position of a galaxy, we

2The neutrinos decouple from the cosmic plasma before the electrons and positrons annihilate. Photons
decouple after obtaining energy from the annihilation. Thus the temperature of the cosmic neutrino background
is smaller than that of the CMB.
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need to measure its spectral energy distribution (spectrum). In redshift surveys, we apply a

spectrometer to the catalog galaxies and detect line emissions to measure their redshifts one

by one (Eq.2.9). The first detection of a filamentary structure between clusters has been done

by Gregory & Thompson (1978), who have done a redshift survey over a few hundred galaxies

around the Coma cluster. A number of surveys have then followed. One of the largest redshift

surveys in the early days is the CfA redshift survey (de Lapparent et al. 1986), which have

targeted ∼ 10,000 galaxies at z ≲ 0.05 and have provided their distribution over ∼ 100 Mpc.

They have revealed the existence of the LSS in the universe, the bubble-like structure composed

of voids and filaments. Later, the two-degree Field Galaxy Survey (2dFGRS; Colless et al. 2001)

observed ∼ 220,000 galaxies at z < 0.3 and the Sloan Digital Sky Survey (SDSS; Park et al.

2005) observed ∼ 930,000 galaxies at z < 0.5. In these observations, BAO signals at around

100h−1 Mpc were detected for the first time in the galaxy power spectrum (Cole et al. 2005;

Eisenstein et al. 2005). These surveys have also made an important contribution to the study

of galaxy formation and evolution. For example, elliptical galaxies, in which star formation

is already quenched, tend to be in filaments and clusters, while actively star-forming spiral

galaxies tend to be in low-density regions. This strongly suggests that the environment has an

effect on galaxy formation. Such environmental effects can also be important in constraining

the cosmology as they would affect the bias parameter of a particular galaxy catalog.

High-redshift observations are generally difficult because of the smaller apparent brightness

and apparent size of the distant galaxies. Several redshift surveys were conducted at z ≲ 1 (Ellis

et al. 1996; Lilly et al. 1995). In the Deep2 Redshift Survey (Davis et al. 2003), 50,000 galaxies

over ∼ 1deg2 at z ∼ 1 were observed. These surveys revealed that the typical luminosity of

the galaxy changes between z = 1 and 0. More recently, survey projects of SDSS, the Baryon

Oscillation Spectroscopic Survey (BOSS; Dawson et al. 2013) and Extended BOSS (eBOSS;

Prakash et al. 2016; Raichoor et al. 2017), have provided the distribution of 1.3 million galaxies

at z < 0.6 and 0.5 million galaxies at z < 1.1. The total effective volume of BOSS/eBOSS

observations is as large as ∼ 10 Gpc3. They are the largest redshift surveys currently available.

Future and ongoing galaxy surveys will allow us to study the LSSs at greater distances

and/or over a larger area. Recently launched ground-based experiment Dark Energy Spectro-

scopic Instrument (DESI; DESI Collaboration et al. 2016),3 will observe ∼ 40 million galaxies

at redshifts up to z = 1.7 covering 14, 000 deg2 area. The European Space Agency survey

mission Euclid (Laureijs et al. 2011)4 and the Nancy Grace Roman Space Telescope (Spergel

et al. 2015),5 will conduct deeper observations and will provide the distributions of galaxies up

to z ∼ 2 including more faint galaxies than ever. They would be complementary to a large-area

observation by DESI. At higher redshift, the Subaru Prime Focus Spectrograph (PFS; Takada

et al. 2014)6 will map galaxies up to z = 2.4, covering a larger comoving volume than the

current largest survey. These surveys will constrain the cosmological parameters with greater

3https://www.desi.lbl.gov
4https://www.euclid-ec.org
5https://roman.gsfc.nasa.gov
6https://pfs.ipmu.jp

https://www.desi.lbl.gov
https://www.euclid-ec.org
https://roman.gsfc.nasa.gov
https://pfs.ipmu.jp
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Figure 2.1: Examples of the spectra at z = 0, 2, 8. The vertical axis is log scale. Several
bright emission lines are indicated by red. The blue shaded regions indicate the approximate
coverage of the LIM observations by SPHEREx, CDIM, TIME, and CONCERTO. Intermediate
redshifts can be probed by optical [Oiii] and Hα lines and CO lines, and high redshifts can be
probed by Lyα, optical [Oiii], FIR [Oiii] and [Cii] lines.

precision than ever before.

The LSSs of an even more distant universe have also been partly revealed by, for example,

the Subaru Telescope (Ouchi et al. 2005). They have performed narrowband imaging surveys

to probe ∼ 10 Mpc scale distributions of Lyα emitters at z ∼ 3, 5, 6. Such survey data can be

used for studying the EoR as well as galaxy formation and evolution.

2.2.2 Line Intensity Mapping

An emerging observational technique, line intensity mapping (LIM), plays a complementary

role to the conventional galaxy redshift surveys. It performs a spectroscopic observation over

wide area and provides the LSS traced by complete samples. In LIM observations, we do not

resolve individual emission sources but measure the integrated emissions from galaxies and

IGM. Both continuum and line emissions contribute to the observed intensities, but we can

solely extract the fluctuations of line emissions (i.e., the three-dimensional galaxy distribution)

by removing the smooth component from the observed spectrum. The low spatial and spectral

resolutions allow us to observe large volumes efficiently. This method would be more important

especially in observing LSSs in the distant universe, where individual galaxy signals are weaker.

In the following, we will focus on the LIM observations targeting emission lines from galax-

ies. Those from IGM at the EoR will be discussed in Section 2.3. Fig.2.1 shows an example

of the galaxy spectrum. Several bright emission lines are highlighted: hydrogen recombination

lines (Lyα, Hα) and forbidden lines of oxygen and carbon ions ([Oiii], [Cii]) from ionized re-

gions around young massive stars and rotational transition lines of carbon-monoxide (CO) form

molecular clouds. These lines trace the star forming activity and the properties of the inter-

stellar medium (ISM) of the galaxy. They are commonly used to study individual high-redshift
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galaxies. We can also consider the 21-cm hyperfine transition line from neutral hydrogen in

galaxies. The 21-cm line is intrinsically very weak, but the integrated signals can be observed

with the LIM technique.

In LIM observations, we observe the integrated line intensity within each observational

voxel

Iline =

∑
i L

i
line

4πD2
L

1

dθ2dν
, (2.17)

where
∑

i L
i
line is the total luminosity within the voxel, DL is the luminosity distance, and

dθ and dν are the angular and spectral resolutions. As in the galaxy surveys, we compute

statistics such as the power spectrum to study cosmology and mean properties of the galaxy

populations. The power spectrum of the line intensity map is given by

PI(k) = I
2
line

[
(b+ fµ2)2P (k) +

U1−halo(k)

neff
halo

+
1

neff
g

]
, (2.18)

where I line is the mean line intensity.7 As the line emitters are biased tracers of the large-scale

matter distribution, the power spectrum is proportional to the matter power spectrum P (k)

on large scales (the first term of Eq.2.18). The second and third terms are called the 1-halo

term and the shot noise, and

neff
halo =

L
2
halo

L2
halo

, neff
g =

L
2
g

L2
g

. (2.19)

are the effective number densities of halos and galaxies, where Lhalo and Lg represent the

total line luminosities of halos and galaxies. The shape of the 1-halo term depends on the

distribution of galaxies within a halo, which is denoted by U1−halo(k).

Much of the earliest work on the LIM observations comprised of detecting the 21-cm line

from neutral hydrogen. The first detection of the LIM signal was made by Chang et al. (2010),

who used the Green Bank Telescope (GBT) and detected the cross-correlation signal between

21-cm intensity and galaxies from the DEEP2 survey at z ∼ 0.8. The 21-cm auto-power

spectra have also been detected (e.g., Switzer et al. 2013). In recent years, other emission

lines in different wavelength regimes are also becoming the target of the LIM observations. In

millimeter wavelengths, the CO and [Cii] lines are good targets. Keating et al. (2016) have

reported a 3-σ detection of the CO(1-0) intensity power spectrum at z ∼ 3 in the CO Power

Spectrum Survey (COPSS), where they used the Sunyaev-Zel’dovich Array to survey a total

area of 0.7 deg2. The intensity power spectra of the other CO lines have also been detected

at z = 1.3, 2.5, and 3.6 in Millimeter-wave Intensity Mapping Experiment (mmIME; Keating

et al. 2020), which have used the Atacama Large Millimeter/submillimeter Array (ALMA)

and Atacama Compact Array (ACA) to observe 22.4 arcmin2 in total. Pullen et al. (2018)

7We do not use the fluctuation δ for computing the power spectrum as it is generally difficult to obtain the
mean intensity because of a large observational noise.
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have used the intensity map obtained by Planck and given an upper limit on the cross-power

spectrum between the [Cii] intensity maps and quasar samples from BOSS at z ∼ 2.5.

Future observations will probe line intensity maps over larger volumes. In radio observa-

tions, the 21-cm intensity maps at z = 0.2 − 2.5 will be observed by the Canadian Hydrogen

Intensity Mapping Experiment (CHIME)8 currently in operation and by the SKA (Carilli 2015)

Hydrogen Intensity and Real-time Analysis eXperiment (HIRAX; Newburgh et al. 2016),9

Baryon acoustic oscillations In Neutral Gas Observations (BINGO; Battye et al. 2016),10 and

Five-hundred-meter Aperture Spherical radio Telescope (FAST; Bigot-Sazy et al. 2016)11 in

the future. The SKA surveys over as large as ∼ 30, 000 deg2. As for CO and [CII] lines, the

CO Mapping Array Pathfinder (COMAP; Li et al. 2016)12 and CarbON CII line in post-

rEionisation and ReionisaTiOn epoch (CONCERTO; Concerto Collaboration et al. 2020)13

have started LIM observations over an area of ∼ 1 deg2 at z ∼ 3. They will observe signals

up to z = 7. Recently, the Tomographic Ionized-carbon Mapping Experiment (TIME; Crites

et al. 2014) has also begun observations of [Cii] at the epoch of reionization. Future LIM plans

for such wavelength regimes include the Terahertz Intensity Mapper (TIM; Vieira et al. 2020),

South Pole Telescope Summertime Line Intensity Mapper (SPT-SLIM; Karkare et al. 2021),

CCAT-prime (Stacey et al. 2018)14, and Experiment for Cryogenic Large-aperture Intensity

Mapping (EXCLAIM; Ade et al. 2020).

LIM observations in optical to near-infrared regimes will also be conducted. For Lyα in-

tensity mapping, we can use the Hobby-Eberly Telescope Dark Energy Experiment (HETDEX

Hill et al. 2008).15 This was originally designed to detect individual bright Lyα emitters in the

400 deg2 at z = 1.9− 3.5, but the data obtained by its integral field unit also provides the line

intensity maps. Rest-frame optical lines such as Hα, [Oiii], and [Oii] will also be observed by

NASA’s all-sky survey instrument Spectro-Photometer for the History of the Universe, Epoch

of Reionization, and Ices Explorer (SPHEREx; Doré et al. 2018).16 Data in its deep regions

of 200 deg2 can be used for LIM study. In the future, the Cosmic Dawn Intensity Mapper

(CDIM; Cooray et al. 2019) is planned to observe them with higher sensitivity. We show the

wavelength ranges covered by SPHEREx-like and TIME-like LIM observations in Fig.2.1.

Most of the ongoing LIM observations aim at detecting small-scale signals. The observed

small-scale signals can be used to study galaxy population at the specific redshifts. We can

estimate the average properties of ISM such as neutral hydrogen abundance (e.g., Keating

et al. 2020) as well as mean star formation rate density. Line luminosity functions can also be

estimated from the probability distribution function (PDF) (Breysse et al. 2017). As the LIM

8https://chime-experiment.ca/en
9https://hirax.ukzn.ac.za

10https://bingotelescope.org
11https://fast.bao.ac.cn
12https://comap.caltech.edu
13https://mission.lam.fr/concerto/
14https://www.ccatobservatory.org
15https://hetdex.org
16https://spherex.caltech.edu

https://chime-experiment.ca/en
https://hirax.ukzn.ac.za
https://bingotelescope.org
https://fast.bao.ac.cn
https://comap.caltech.edu
https://mission.lam.fr/concerto/
https://www.ccatobservatory.org
https://hetdex.org
https://spherex.caltech.edu
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measures integrated signals including contributions from faint galaxies, weak emission lines

could also be detected. Visbal et al. (2015) have proposed to estimate the influence of Pop III

stars by statistically detecting intrinsically weak Heii line emissions.

Future observations are expected to detect large-scale signals and provide cosmological

constraints. Fonseca et al. (2017) have shown that HETDEX, SPHEREx, and TIME-like17 ob-

servations can detect auto-power spectra at z = 1−2 and k ∼ 0.01−0.1 Mpc−1 (corresponding

to ∼ 50 − 500 Mpc) with signal-to-noise ratio ≳ 100 and can detect the BAO signals. Detec-

tion of the large-scale signals would allow us to investigate the modified gravity theories as well

as the equation of state of the dark energy (e.g., Bull 2016). Many of the LIM projects will

cover regions that have already been observed by previous galaxy surveys. Combination of the

LIM data and the galaxy catalogs would allow more robust constraints. Villaescusa-Navarro

et al. (2015) have shown that the neutrino mass can be constrained within an error compet-

itive to the current constraints by combining the SKA LIM data and other galaxy surveys.

Future LIM observations will provide maps tracing the ultra-large scale, which can be used for

multi-tracer analysis to study the primordial non-Gaussianity (Fonseca et al. 2015). We may

also be able to study the properties of dark matter by detecting radiation from decaying dark

matter. Creque-Sarbinowski & Kamionkowski (2018) have shown that the lifetime of 10−6 -

10 eV axion-like particles that decay into 0.1 GHz - 1000 THz can be constrained with ongo-

ing/future experiments such as CHIME, COMAP, and SPHEREx. Moreover, several planned

or proposed line intensity mappers such as CDIM and TIME-NG (Sun et al. 2021) can perform

LIM observations at the EoR. Such LIM data can be used to study the cosmic reionization in

combination with the high-redshift 21-cm line intensity maps (e.g., Dumitru et al. 2019).

2.3 Observations of the Cosmic Reionization

2.3.1 Current Observational Constraints on the Reionization

One of the observables to study the reionization is the Lyα absorption signal in distant quasar

spectra. Neutral hydrogen at redshift z in the line of sight of a distant quasar absorbs and

scatters Lyα photons, which are observed as absorption signals at wavelength 1216(1 + z) Å.

By determining the optical depth τ from the observed spectra assuming intrinsic intensity of

the quasars, we can obtain the neutral hydrogen density as

nHI(z) =
a(z)H(z)νLyα
(1 + z)cαLyα

τ(z), (2.20)

where αLyα =
∫
σLyαdν is the integrated optical depth. These observations, so-called Gunn-

Peterson tests, suggest that the reionization is complete at z ∼ 6 (e.g., Fan et al. 2006; McGreer

et al. 2015). This test can only be used to study the very late stages of reionization because

the cross-section of Lyα is so large that even a small amount of neutral hydrogen would cause

a saturated absorption.

17Fonseca et al. (2017) consider observations with larger survey area than that of actual TIME.
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Another constraint comes from the CMB observations. The presence of free electrons in

the IGM suppresses the temperature fluctuation and generates the polarization of the CMB

via inverse Compton scattering (Thomson scattering). From these observations, the Thomson

optical depth, i.e., the integrated number of free electrons along the line-of-sight direction,

τ = σT

∫ z

0
ne(z

′)
dl(z′)

dz′
dz′ (2.21)

is estimated. Recent Planck observation suggests that the reionization occurred at z ∼ 8.8,

assuming instantaneous reionization (Planck Collaboration XIII 2016).

The reionization can also be probed by the observation of Lyα emitters. If a galaxy is

surrounded by neutral hydrogen, it scatters the Lyα photons emitted from the galaxy, making

it more difficult to detect. Thus we can estimate the neutral hydrogen abundance from the

difference between the Lyα emitters and other galaxy samples in their number densities or in

the degree of their clustering. Results from the recent Lyα observations suggest a consistent

reionization history with the other observations (Konno et al. 2018; Ouchi et al. 2018).

The reionization is considered to be caused by the photoionization by photons from high-

redshift galaxies. Recent high-redshift observations suggest that there are a sufficient number

of galaxies to induce the cosmic reionization if we assume a somewhat larger escape fraction,

fesc ≳ 0.2, than local galaxies (Ouchi et al. 2009).

2.3.2 Observations of the 21-cm Lines at the EoR

The above observations provide only indirect and/or limited information on cosmic reionization.

Direct and more detailed studies can be done using the 21-cm spin-flip transition emission from

neutral hydrogen (Field 1959). The 21-cm line is observed as an emission or absorption line

depending on the spin temperature relative to the temperature of the background radiation

(CMB). The 21-cm intensity scales with the amount of neutral hydrogen and also depends on

the IGM temperature. More details are summarized in Appendix B.1.

One of the observational methods for the 21-cm line is detecting global signals. Various

observations of the global 21-cm signals have been made (Price et al. 2018; Voytek et al. 2014).

Recently, Bowman et al. (2018) reported the detection of the 21-cm absorption at z ∼ 18 by

the Experiment to Detect the Global Epoch of Reionization Signature (EDGES). The detected

signal is considered to correspond to the decrease of the spin temperature by Lyα coupling and

the increase of it by IGM heating. The amplitude of the absorption signal is much larger than

predicted by any theoretical model at that time, suggesting several possibilities including the

existence of mechanisms other than adiabatic cooling that are responsible for the IGM cooling

and existence of additional background radiation other than the CMB.

In addition to global signal observations, we can observe the 21-cm line intensity fluctua-

tions by LIM observations using interferometers. So far, observations by the LOw-Frequency

ARray (LOFAR; van Haarlem et al. 2013), Murchison Widefield Array (MWA; Bowman et al.

2013), Precision Array for Probing the Epoch of Reionization (PAPER; Parsons et al. 2010),
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Giant Metrewave Radio Telescope (GMRT; Paciga et al. 2011), and Hydrogen Epoch of Reion-

ization Array (HERA; DeBoer et al. 2017) have already been conducted, in which the upper

limits on the 21-cm power spectrum at the EoR are obtained. From these observations, a

few reionization/heating models in which the IGM heating occurs at a later epoch have been

disfavored (e.g., Ali et al. 2015; The HERA Collaboration et al. 2021). The SKA will provide

more sensitive observation soon.

The greatest difficulty in observing the 21-cm signals is the large foreground, including the

Galactic synchrotron emissions and extra-galactic radio sources. The mean amplitude of the

foregrounds of the 21-cm line is estimated to be about four orders of magnitude larger than

those of the distant 21-cm signals. These foregrounds have smooth spectra, and they can partly

be removed or avoided by several methods (e.g., Liu et al. 2014; Mertens et al. 2018). However,

it is quite difficult to remove all the contributions, and they could still cause systematic errors

on the EoR 21-cm observations.

To statistically remove the foreground contribution, we can take a cross-correlation with

other tracers such as galaxies at the same redshift. Many works discuss the information ob-

tained from the cross-correlation analysis and predict the detectability of the cross-correlation

signals at the EoR. In particular, the combination of the 21-cm observations and Lyα emitter

surveys has been considered in many studies (e.g., Heneka & Mesinger 2020; Lidz et al. 2009;

Vrbanec et al. 2016; Wiersma et al. 2013). While the Lyα emitters are good tracers in the

late stages of reionization, recent observations show a tendency that the Lyα emissions weaken

rapidly at z > 7 (Konno et al. 2014).

Metal lines can also be good high-redshift tracer candidate. We can use single-dish tele-

scopes such as the Large Submillimeter Telescope (LST; Kohno et al. 2020) to perform large-

scale surveys of far-infrared [Oiii]/[Cii] line emitters at high redshifts in the future. Another

possibility is to use [Cii] line intensity maps (e.g., Dumitru et al. 2019), which can be measured

by future TIME-like observations (e.g., TIME-NG; Sun et al. 2021). The [Oiii] intensity maps

observed by SPHEREx-like telescopes can also be a good tracer of the LSS at the high-redshift

universe (e.g., Kannan et al. 2021).
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Modeling Emission Line Galaxies

Predicting the emission line signals from galaxies and IGM observed in future experiments is

crucial for their interpretation as well as for forecasting their detectability. Previous studies

have predicted the LIM signals using simple models, such as adopting a simple one-to-one

relation for the halo mass-to-luminosity ratio (e.g., Silva et al. 2018; Yue & Ferrara 2019).

More accurate predictions require more realistic modeling.

In this chapter, we build a model of emission line galaxies taking into account the ISM

properties. We first summarize the basics of emission lines from ionized regions (Hii regions) of

galaxies in Section 3.1, and then we describe our emission line model in Section 3.2. In Section

3.3, we describe our method based on Moriwaki et al. (2018) to generate a large number of

mock LIM catalogs used to train and test the neural networks in this study.

3.1 Line Emissions from Hii Regions

Photons with E > 13.6 eV emitted from stars in galaxies ionize the surrounding hydrogen

and form ionized regions (Hii regions). We first compute the size of the Hii regions. In a

steady-state, ionization and recombination are balanced. Assuming that the photons emitted

by recombination to the ground state immediately ionize nearby neutral hydrogen (case-B

assumption), this balance in a pure hydrogen gas can be written as

nHJ∗σH = nenpαB, (3.1)

where nH, ne, and np are the number densities of hydrogen atoms, electrons, and protons, the

flux J∗ is the number of ionizing photons per unit area and time, σH is the photoionization

cross-section, and αB is the effective recombination coefficient under the case-B assumption.

Let us assume that a young stellar cloud emits ionizing photons in a uniform gas. If the

radiation is emitted isotropically, the number of ionizing photons passing through a spherical

shell at radius r per unit time, Q(r), decreases with radius as

dQ(r)

dr
= −4πr2nHJ∗σ̄H (3.2)

= −4πr2n2
eαB. (3.3)

18
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Note we have used Eq. 3.1 with ne = np. As we assume constant gas density, this can be

solved as

Q(r) = Q0 −
4π

3
r3n2

eαB, (3.4)

where Q0 is the total number of photons per unit time emitted from the stellar cloud at the

center. The boundary of the Hii region R = RS is given by the radius where Q(r) = 0

RS =
( 3Q0

4πn2αB

)1/3
. (3.5)

This radius is called the Strömgren radius. The mean free path of an ionizing photon in a

neutral medium is quite small and thus a photon cannot travel far enough beyond the boundary

of the Hii region. The above results do not significantly change when we include a small amount

of metal.

We then formulate the line emissivity from atoms and ions in Hii regions. We consider

metal lines as well as hydrogen lines. The emissivity of a line from a transition i → j (i > j) is

written as

ϵij = EijniAij, (3.6)

where Eij is the energy gap between the two levels, ni is the number density of hydrogen atoms

in level i, and Aij is the probabilities of radiative transition from level i to j. For hydrogen

recombination lines (i.e., lines emitted in a cascade after an atom captures a free electron), the

collisional transitions are negligible, and the excitation and deexcitation for level i are balanced

as

npneαi +
∑
j>i

njAji = ni

∑
j<i

Aij (3.7)

under the statistical equilibrium, where αi is the recombination coefficient into level i. In this

case, the emissivity is proportional to the density squared, and the effective coefficient αeff
ij is

defined as

ϵij ≡ Eijnpneα
eff
ij . (3.8)

There are other important types of emission lines that are mainly emitted after collisional

excitation. These emission lines are mostly the forbidden lines (i.e., lines from transitions

forbidden by the selection rule), so the recombination term can be ignored. The excitation and

deexciation balance is written as∑
j>i

njAji + ne

∑
j ̸=i

njqji = ni

∑
j<i

Aij + neni

∑
j ̸=i

qij, (3.9)

where ni is the number density of atoms or ions in level i, and qij is the probabilities of collisional

transition from level i to j. If we consider a two-level system for simplicity, Eq. 3.9 is reduced

to

q12nen1 = n2A21 + q21nen2. (3.10)
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As the forbidden transition is a rare event, most of the bound electrons reside in the lower

level. Solving Eq. 3.10 for the density in the upper level, we get

n2 =
q12ne

A21 + q21ne
n1. (3.11)

The collisional transition probabilities are balanced in equilibrium as

q12
q21

=
g2
g1

e−E21/kBT , (3.12)

where g1, g2 are statistical weights. The temperature of the Hii region is balanced by the pho-

toionization heating and the radiative cooling by metal gas. When the temperature increases,

the number density of the upper-level ni and therefore the emissivity increase.

When the gas density is low, radiative deexcitation occurs more frequently than collisional

deexcitation and the emissivity scales with the square of the density

ϵ21 ∼ E21nen1q12 ∝ n2
e (ne ≪ A21/q21), (3.13)

while at high density, the emissivity scales with the density

ϵ21 ∼ E21n1A21
q12
q21

∝ ne (ne ≫ A21/q21). (3.14)

The density at which the radiative and collisional deexcitations are balanced

ncrit ≡
A21

q21
(3.15)

is called the critical density. The emissivity of the forbidden lines also scales with the abundance

of the atoms or ions, which depend on the strength of the ionization radiation. If the number

of ionizing photons per gas particle is large, each atom is ionized to a higher level. The relative

strength of the radiation is expressed in terms of the ionization parameter, which is defined as

the ratio between the ionizing photon density nLyC and the electron density:

U ≡
nLyC

ne
. (3.16)

The luminosity of the emission line is computed by multiplying the emissivity by the volume

of the emission region:

Lij = ϵijVHII. (3.17)

The volume of the Hii region scales as VHII ∝ R3
S ∝ Q0/n

2 (Eq.3.5). For the recombination

lines and forbidden lines in a low-density medium, the emissivity scales with density as ϵij ∝ n2
e ,

and thus the luminosity is independent of the density

Lij ∝ n2Q0

n2
= Q0. (3.18)
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Table 3.1: Bright optical emission lines. From left to right, the line name, rest-frame wave-
length, ion, ionization potential Eion of the ion, critical density ne

crit, and excitation temperature
Texc = Eul/kB. The critical densities are shown for T = 104 K.

λrest[Å] ion Eion [eV] ne
crit [cm

−3] Texc [K]

Hα 6563 H+ 13.6 2.2× 104

[OIII]5007 5007 O++ 35.1 6.8× 105 2.9× 104

[OII]3727 3727 O+ 13.6 3.4× 103 3.9× 104

If there is dust in the ISM, they absorb the photons emitted from the stars and the ISM,

and re-radiate them in the far-infrared. In general, the dust extinction is expressed by the

optical depth, τ , as

I = I0e
−τ , (3.19)

or the dust extinction magnitude, A, as

I = I0 × 10−A/2.5 (3.20)

where I0 and I are the intrinsic and observed intensities. The dust absorption spectrum is

known to have a peak in the ultra-violet (UV) band.

3.2 Emission Line Model

In this thesis, we consider several emission lines with rest-frame optical wavelengths observed by

future surveys such as SPHEREx. There are three bright emission lines: a recombination line

Hα and two forbidden lines from doubly-ionized (Oiii) and singly-ionized (Oii) oxygen. Their

properties are summarized in Table 3.1. In the following, these emission lines are abbreviated

as Hα, [Oiii], and [Oii]. These lines are all emitted from Hii regions of galaxies. As we have

seen in Section 3.1, the luminosities of the hydrogen recombination lines including Hα are

almost independent of the ISM properties, except for the effect of absorption by dust. On the

other hand, the luminosities of lines from oxygen ions, [Oiii] and [Oii], depend on the oxygen

abundance and the ionization parameter. We build an emission line model that takes into

account these dependencies. We note that both the [Oiii] and [Oii] lines have higher critical

densities than the typical gas density of the Hii regions (Osterbrock & Ferland 2006), and the

gas density has little effect on their luminosity (Eq.3.18).

In Section 3.1, we have seen that the luminosity of the emission line from the Hii region

roughly scales with the emission rate of ionizing photons. As young and massive stars emit more

ionizing photons, the total emission rate of ionizing photons is proportional to the instantaneous

star formation rate (SFR). Therefore, we compute the line luminosities of galaxies as

Lline = 10−Aline/2.5(1− fesc) Cline SFR, (3.21)
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Figure 3.1: The luminosity of [Oiii]5007Å (solid) and [Oii]3727Å (dashed) relative to Hα as
a function of the metallicity computed with cloudy. The blue, orange, and green lines are
those computed with logU = −1,−2, and −3, respectively. The luminosity is uncorrected for
the dust extinction. The solar metallicity is set to be = 0.02 for this plot. We adopt the solar
abundance.

where Aline is the dust attenuation magnitude, and fesc is the escape fraction of ionizing photons

from the galaxy. For the dust extinction, we adopt the typical values inferred from the galaxy

observations (Khostovan et al. 2015; Sobral et al. 2016): AHα = 1.0 mag, A[OIII] = 1.35 mag,

and A[OII] = 1.0 mag. The escape fraction of intermediate-redshift galaxies are estimated as

small as fesc < 0.1 (e.g., Rutkowski et al. 2016). We thus assume fesc = 0 for simplicity, except

in Chapter 7, where we assume a non-zero escape fraction to be consistent with the reionization

simulation.

The coefficient Cline in Eq.3.21 depends on the spectrum of the ionizing source and ISM

properties such as the temperature and element abundance. To compute the coefficients, we

use the plasma simulation code cloudy (Ferland et al. 2017). In cloudy, physical conditions

(i.e., thermal and ionization states and chemical compositions) of a gas cloud illuminated by

an external field are computed. We run cloudy with the gas metallicity Z and the ionization

parameter U (Eq. 3.16) as variable parameters to compute the coefficient:

Cline = Cline(Z,U). (3.22)

In practical terms, we compute the coefficients for parameters listed in Table 3.2 to generate

a lookup table. We obtain the coefficient for each simulated galaxy by interpolating the table

values.

In the cloudy calculation, we set up a plane-parallel cloud with a constant gas density

that is exposed to an ionizing source. We adopt the typical gas density observed in nearby
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Table 3.2: The metallicity Z and the ionization parameter U used in the cloudy simulation.
The ionization parameter is defined at the irradiated surface of the gas cloud.

metallicity Z 0.0001, 0.0004, 0.004, 0.008, 0.02(∼ Z⊙), 0.05
ionization parameter U 10−4, 10−3, 10−2, 10−1

Hii regions, n = 100 cm−3 (Osterbrock & Ferland 2006). We consider a stellar cloud as the

ionizing source and use the spectral energy distribution (SED) synthesis code bc03 (Bruzual

& Charlot 2003) to compute the SEDs of the stellar cloud.1 We adopt Salpeter IMF (Salpeter

1955) and assume that the metallicity of the stars is the same as that of the gas. We adopt

the solar abundance ratios of heavy elements. That is, the abundance of the heavy element y

scales with the metallicity Z as

y = y⊙ ×
( Z

Z⊙

)
, (3.23)

where y⊙ is the solar abundance, and Z⊙ is the solar metallicity. The calculation is terminated

at the region where the ionization fraction falls below 10−3.

Fig.3.1 shows how the luminosity ratios of [Oiii] and [Oii] to Hα change with respect to

the metallicity and the ionization parameter. We assume solar abundance and thus the oxygen

abundance is proportional to the metallicity. The luminosities scale with the oxygen abundance

at the low-Z limit. When the metallicity is high, the gas is cooled down and the luminosities

decrease because of the lower collisional excitation rate. For [Oiii] line, the luminosity relative

to the Hα line luminosity thus has a peak at around Z ∼ 0.3Z⊙. When the ionization parameter

is high, more Oii ions are converted to Oiii ions resulting in a large luminosity ratio of [Oiii]

to [Oii].

In LIM observations, we observe the integrated line emission signals. Here, we compare the

mean contributions of the individual emission lines observed at far-infrared wavelengths. To

compute the mean line intensities that depend on the galaxy population, we use cosmological

hydrodynamics simulation IllustrisTNG (Nelson et al. 2019, see Section 3.3 for more detail).

We use the metallicity averaged within the stellar half mass radius. We adopt U = 10−2 based

on recent observations of [Oiii]/[Oii] lines at intermediate redshifts (Nakajima et al. 2013).

Fig.3.2 shows the mean intensities of emission lines including subdominant lines from sulfur

and nitrogen ions ([Sii] 6731/6717Å, [Nii] 6584Å/6548Å) and a hydrogen recombination line

(Hβ). We find that the Hα and [Oiii] are two dominant emission lines. The [Oii] is subdominant

in this wavelength regime. We should note that the [Oii] line could be brighter if the ionization

parameter is much smaller or there is less dust extinction than we expect. In such cases, the

[Oii] emissions from z ∼ 2 could dominate at λobs ∼ 1.0 µm. Another possible interloper is

hydrogen Lyα emission from the EoR, which we do not include in Fig.3.2. The Lyα line from

z = 10 is observed at 1.2 µm, for example. While the emissivity of the Lyα line at such high

1The SED depends on the star formation history. We generate SED assuming constant star formation history
with a duration of 10 Myr. The choice of the star formation duration does not significantly change the results
when it is longer than 10 Myr (Inoue 2011).
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Figure 3.2: Mean intensity of line emissions as a function of observed wavelength. The dots
correspond to z = 1, 2, 3, 4, 5, 6, 7 from left to right, respectively.

Table 3.3: Observational parameters of SPHEREx Deep (Doré et al. 2014).
Field of view 200 deg2

Angular resolution (l) 6”.2
Wavelength (λobs) 0.75-4.18 µm / 4.18-5.0 µm
5σ point source sensitivity (mAB) ∼ 22 / 21-20
Spectral resolution (R) 41 / 135
Hα redshift (zHα) 0.14-5.4 / 5.4-6.6
[Oiii] redshift (z[OIII]) 0.5-7.4 / 7.4-9.0

redshifts is highly uncertain, its mean contribution is much smaller than the other lines because

of the low star formation rate density at such high redshifts. In the following, we only consider

the Hα and [Oiii] emission lines for simpllicity.

3.3 Mock Observational Line Intensity Maps

In this section, we describe how we create mock observational data used for training and testing

of the neural networks in Chapter 4 - 6. We consider the LIM observation by SPHEREx planned

to be launched in 2024 (Doré et al. 2014). It will perform spectroscopic observation at 0.75 -

4.18 µm with R ∼ 41 and 4.18 - 5.0 µm with R ∼ 135. The deep observation will cover 200

deg2. The details of the deep observation are summarized in Table 3.3. The instrumental noise

level is σn = 2.6× 10−6 erg/s/cm2/sr at 1.5 µm.
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Figure 3.3: The halo mass-to-luminosity relation for Hα. The color map shows the distributions
of galaxies at z = 2 in IllustrisTNG. The error bars show the mean and variance for individual
halo-mass bins.

To generate a large number of mock observational data, we use the fast halo catalog gen-

eration code pinocchio (Monaco et al. 2013). In pinocchio, the density field is grown based

on Lagrangian perturbation theory (LPT; Moutarde et al. 1991) and dark-matter halos are

generated based on a fragmentation algorithm. We first generate a halo catalog with box size

Lbox.

To assign the line luminosities to the catalog halos, we use the halo mass-to-line luminosity

relation computed with IllustrisTNG (Nelson et al. 2019). IllustrisTNG follows the formation

and evolution of galaxies from z = 127 to z = 0 using moving-mesh code arepo (Springel

2010). The simulation includes star formation and evolution, chemical enrichment, radiative

cooling of gas, black hole formation and evolution, and feedback from supernovae and black

holes (Pillepich et al. 2018; Weinberger et al. 2017), and is calibrated to reproduce observational

results such as the galaxy stellar mass function and stellar-to-halo mass relation. The initial

mass function (IMF) of Chabrier (2003) is adopted in the star formation. We use a dataset

TNG300-1 that has a box size of (205h−1 Mpc)3 and dark matter particle resolution of mDM =

7.6 × 106h−1 M⊙. The basic results of IllustrisTNG are summarized in a series of papers

(Marinacci et al. 2018; Naiman et al. 2018; Nelson et al. 2018; Pillepich et al. 2018; Springel

et al. 2018).

We compute the luminosities of galaxies in IllustrisTNG using Eq.3.21 and then sum up

all the luminosities of the galaxies within a halo to compute the total luminosity of each halo.

Note that we do not consider the distribution of the galaxies within a halo because the spatial

extent of halos is mostly smaller than the angular resolution of SPHEREx (0.1 arcmin). The
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Figure 3.4: The distribution of the line luminosity ratios [Oiii]/Hα. The color map shows
the distribution of galaxies at z = 2 in IllustrisTNG. The error bars and contours show the
distributions of galaxies at z ∼ 2.3 from the MOSDEF survey (Kriek et al. 2015) and line
emitters at z ∼ 0 from SDSS. For SDSS, we only show the line emitters with S/N > 5.

obtained halo mass-to-line luminosity relations at z = 2 are shown in Fig.3.3. The luminosity

scales with the halo mass at the low mass end and is suppressed at Mhalo ≳ 1012h−1 M⊙.

This is because of the suppression of the star formation by AGN feedback. We find that the

total line luminosity is mostly contributed by Mhalo ≳ 2× 1011h−1 M⊙ at z = 2. To compare

our line emission model with observations, we show the distribution of the line luminosity

ratios [Oiii]/Hα in Fig.3.4. The color map shows the distribution of the galaxies at z = 2 in

our model. Since we fix the ionization parameter, we observe a sharp edge at log [Oiii]/Hα

∼ 0.2. The contours and the error bars in Fig.3.4 show the distributions of the line emitters at

z ∼ 0 from SDSS2 and those at z ∼ 2.3 from the MOSFIRE Deep Evolution Field (MOSDEF)

survey (Kriek et al. 2015)3, respectively. At the bright end, our model is in good agreement

with the z ∼ 2.3 galaxies. This is because we adopt a higher ionization parameter (U = 10−2)

than a typical value of local galaxies (U ∼ 10−3) based on recent observations at z = 2 − 3

(e.g., Nakajima et al. 2013). Varying the ionization parameter would reproduce the observed

distribution at z ∼ 2.3 more properly, but this is beyond the scope of this study.

We calculate the mean logarithmic luminosity logLi and variance σ2
i for each halo mass bin

which are shown as the errors in Fig.3.3. The line luminosity of a catalog halo in mass bin Mi

2http://www.mpa-garching.mpg.de/SDSS/DR7/
3https://mosdef.astro.berkeley.edu
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Table 3.4: Properties of mock observational data used for our experiments: the box size (Lbox)
and minimum halo mass (Mmin) of pinocchio simulation, number of pixels (npix), angular size
of pixels (lpix), total area (Atotal = npixl

2
pix), dimension of the data, and number of realizations.

We prepare two datasets with different total area for Chapter 4.
Lbox[Mpc/h] Mmin [M⊙/h] npix lpix [’] Atotal [deg

2] dim. nrea

Chapter 4 (small) 280 3× 1010 5122 0.1 0.852 2 300
Chapter 4 (large) 700 3× 1011 2562 2.0 8.532 2 300

Chapter 5 280 3× 1010 2562 0.4 1.712 2 300
Chapter 6 600 2× 1011 642 0.1 0.112 3 500

is calculated so that the logarithmic luminosity follows a normal distribution with mean logLi

and variance σ2
i

logL(Mi) = logLi + σiN (0, 1), (3.24)

The luminosities are randomly sampled from this normal distribution. When considering mul-

tiple emission lines from a galaxy, we assign the luminosities using the same random value

sampled from N (0, 1). By computing the luminosities in this way, we can reproduce the rough

distribution of the line luminosity ratio [Oiii]/Hα of IllustrisTNG.

After assigning the luminosities to halo catalogs, we generate the line intensity maps using

Eq.2.17 with the spectral resolution of SPHEREx (R ∼ 41). For angular resolution (lpix), we

adopt those listed in Table 3.4. When we include the observational noise, we consider Gaussian

noise with variance

σ′
n = σn

l

lpix
, (3.25)

where σn and l = 6.2” is the noise level and original angular resolution of SPHEREx.

For training, we generate nrea halo catalogs with different realizations (initial conditions).

We then generate 100 line intensity maps from each catalog by randomly extracting 100 regions

of area Atotal = npixl
2
pix, obtaining 100nrea training data in total. After training, we test the

performance of the machines using datasets that are independent of the training data. For the

test dataset, we use 1000 data generated with 1000 realizations that are different from those of

training dataset. Table 3.4 shows the parameters used for generating mock data. In Chapter

4, we prepare two training datasets with different resolutions and areas.



Chapter 4

Signal Extraction from Noisy LIM
Data

LIM is a very powerful method to efficiently survey a large volume. On the other hand, its

sensitivity is generally not as good as that of conventional galaxy surveys. It is thus important

to properly extract the signals from noisy observational maps. Recently, machine learning

methods have been applied to remove noises from various types of observational data. (e.g.,

Li et al. 2019; Shirasaki et al. 2021). The machine learning may also be used for denoising the

observed line intensity maps.

In this chapter, we develop conditional generative adversarial networks (Isola et al. 2016)

that denoise the observed line intensity maps. In Section 4.1 we will look at the basic idea

of deep neural networks, convolutional neural networks, and generative adversarial networks.

We then describe the choice of training data and network architecture in Section 4.2 and the

results in 4.3. We further discuss the results in Section 4.4. The contents in this chapter are

based on Moriwaki et al. (2021).

4.1 Machine Learning Algorithms

4.1.1 Basics of Neural Networks

There are two types of machine learning methods: supervised learning, in which training

data is given with labels, and unsupervised learning, in which the machine is trained without

labels. Supervised learning can be used for classification and regression tasks, and unsupervised

learning can be used for tasks such as clustering analysis. In this thesis, we consider supervised

learning with neural networks.

We consider solving a regression problem by training a deep neural network that gives a

number f(x) for an input vector x. As for the training, a set of answers {pi} to the input data

{xi} is given, and the network is trained so that {f(xi)} gets as close as possible to {pi}. A

deep neural network is a network that repeats similar operations (layers) multiple times

x → h1(x) → h2(h1(x)) → ... → f(x), (4.1)

28
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and is known to be capable of extracting more complex information than a single-layer network.

A typical operation is a dense layer (or linear layer, feed-forward layer), in which the operation

x → y at each layer is expressed as

y = a(wx+ b), (4.2)

where a is the nonlinear activation function, w is the weight matrix, and b is the bias matrix.

The weight and bias matrices are the trainable parameters of the network. The dimension of

the layer output can be chosen arbitrarily by changing the dimension of the weight matrix.

There are many kinds of activation functions that allow a network to perform nonlinear

and complex operations. Commonly used activation functions include the Rectified Linear Unit

(ReLU)

a(x) =

{
0 (x < 0)

x (x ≥ 0),
(4.3)

Leaky ReLU

a(x) =

{
−αx (x < 0)

x (x ≥ 0),
(4.4)

where α is a small constant, tanh

a(x) = tanh(x), (4.5)

and sigmoid

a(x) =
1

1 + e−x
. (4.6)

Leaky ReLU is known to be more stable than the others when it is used between layers in a

network. Other functions are also used especially in the output layer to introduce upper and

lower bounds on the output. For example, the sigmoid function is used for binary (0 or 1)

classification networks.

During the training, a set of the trainable parameters of the network including the w’s and

b’s in Eq.4.2 are updated by evaluating its output with a loss function. Let n be the number

of data used for the evaluation. The objective of the network is to return values as close as

possible to the pre-given answers {pi}ni=1. We can use, for example, the mean squared error

LMSE =
1

n

n∑
i=1

(f(xi)− pi)
2 (4.7)

as a loss function. Another important loss function is binary cross-entropy

LBCE = − 1

n

n∑
i=1

(pi log f(xi) + (1− pi) log(1− f(xi))), (4.8)
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which is commonly used for classification tasks.

An ideal way of training may be to update the network by evaluating the loss function

on the entire training data every time. Actually, this is not a realistic strategy as it requires

a large amount of memory and training time. In general, only a part of the training data

(mini-batch) is used in each training. In (mini-)batch training, a batch is randomly selected

for each time from the entire training data. This process is repeated until all the training

data are used at least once, and the series of these training steps is called one epoch. Several

epochs of training are often performed. The total number of training is (number of epochs)×
(number of training data)/(batch size).

The trainable parameters, {θ}, are updated toward the direction of the gradient of the loss

function

g = ∇θL[fθ]. (4.9)

To perform stable training, we use an optimizer for the update. In a commonly used Adam

Optimizer (Kingma & Ba 2014), parameters (weight, bias, etc.) are updated as

θt = θt−1 − α
m̂t√
v̂t + ϵ

, (4.10)

at t-th training, where we call the free parameter α the learning rate, and

m̂t = mt/(1− βt
1) (4.11)

v̂t = vt/(1− βt
2) (4.12)

are moments corrected with free parameters βt
1 and βt

2. The moments mt and vt are updated

as

mt = β1mt−1 + (1− β1)gt, (4.13)

vt = β2vt−1 + (1− β2)g
2
t . (4.14)

Adam optimizer suppresses sudden changes of parameters that can occur especially during the

mini-batch training and prevents learning delays. In all of our experiments below, we adopt

the same hyperparameters as in Isola et al. (2016) (α = 0.0002, ϵ = 10−8, β1 = 0.5, and

β2 = 0.999).

There are many other methods to improve the accuracy and stability of machine learning.

One of them is batch normalization (Ioffe & Szegedy 2015), which is known to allow the

training to be stable. In the batch normalization, the output of a layer, {yi}ni=1, is normalized

before input into the following layer as

ŷi =
yi − µ√
σ2 + δ

, (4.15)
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where µ and σ2 are the mini-batch mean and the mini-batch variance,

µ =
1

n

m∑
i=1

yi, (4.16)

σ2 =
1

n

m∑
i=1

(yi − µ)2, (4.17)

where n is the batch size, and δ is a small constant. We adopt δ = 10−5 in our experiments.

For validation and test, moving mean µ and variance σ2 computed during the training as

µt = mµt−1 + (1−m)µt (4.18)

σ2
t = mσ2

t−1 + (1−m)σ2
t (4.19)

are used for batch normalization. We adopt m = 0.9 in the following.

Another method is dropout (Srivastava et al. 2014), in which some nodes are randomly

dropped out and the others are scaled up by 1/(1 − r), where r is the dropout rate. The

operation x → y at a layer including dropout is expressed as

y = a[d(wx+ b)], (4.20)

where w and b are the weight and bias, and d is a diagonal matrix whose diagonal terms take

either 0 or 1/(1 − r). Dropout encourages every node to be useful and is known to suppress

overfitting problems.

The output of machine learning varies depending on the random initialization of learnable

parameters, the training data, and the hyperparameters. This non-deterministic nature of

machine learning is suitable for some tasks but becomes noise for others, such as regression

tasks, where we want to reproduce ground truth. To reduce such a generalization error, a

technique called bagging is often used (Breiman 1996). This is a method of training several

networks with datasets obtained by bootstrap sampling from the entire training dataset and

of taking an average of their outputs, and is one of the ensemble methods. The generalization

error can be reduced with this method when the errors of the networks are independent of each

other (Goodfellow et al. 2016).

4.1.2 Convolutional Neural Networks

Next, we consider a network that can be used for analyzing images. In image processing, the

relative positional relationship between pixels is important, but it cannot be handled by dense

layers (Eq. 4.2). The most common way to deal with it is convolution. Convolution is an

operation that multiplies a portion of an image by a filter (kernel) pixel-wise. The filter is

shifted gradually and applied over the whole image. The number of pixels s to be shifted in

one multiplication is called the stride. When the input image size is Npix × Npix, the output

size is Npix/s×Npix/s. By using stride 2 or more, the data size in the hidden layer is reduced.

The convolution extracts features in the image that are spatially correlated with the filter.

If we adopt a filter size of k × k, only spatial features of the neighboring k × k pixels are
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extracted in a single operation of convolution, but in principle, larger-scale features can also be

incorporated by repeating convolution multiple times. The number of layers required to share

the information of all pixels from one end of the image to the other is of order logk Npix.

One of the characteristics of convolution is its translational symmetry. As convolution

performs the same operation for every part of the image, the output does not change except

near the edge of the image.

The neural networks that consists of convolution layers is called a convolutional neural

network (CNN). The operation performed in each CNN layer is written as

y = a(W ∗ x+ b), (4.21)

where W∗ represents the operation of the convolution with a filter W . The filter W and the

bias b are trainable parameters.

4.1.3 Generative Adversarial Networks

A generative model generates new data that has similar properties to those in a training dataset.

Generally, it learns the probability density that the training dataset follows, and generates

new data by sampling random points from it. Several models such as autoencoder (AE) and

variational autoencoder (VAE; Kingma & Welling 2013) have been proposed. Among them,

generative adversarial networks (GAN; Goodfellow et al. 2014) attracted particular attention.

GANs have the advantage of being able to model more complex probability densities than other

models.

Let {yi}Ni=1 be the training dataset from which the GAN should learn the probability distri-

bution. In a GAN, two CNNs called the generator and discriminator are trained adversarially.

The objective of the generator is to generate new data that follows the same distribution as the

training dataset, while that of the discriminator is to distinguish the training data and those

generated by the generator, i.e., to return 1 for the training data and 0 for the generated data.

The generator takes a random vector z as input and generate various data, G : z → G(z). The

discriminator consists of a series of convolution layers, and the generator consists of a series of

deconvolution layers. Here, deconvolution is defined as an operator that increases the number

of pixels by a factor of s × s, where s (> 1) is the stride. Note that the definition of stride

for deconvolution is different from that for convolution. One of the operations that works as a

deconvolution is the convolutional transpose which generates a larger image by convolving the

input and then padding zero pixels between the pixels.

We use a sum of binary cross-entropy (Eq. 4.8) for the training data (yi, pi = 1) and the

generated data (G(zi), pi = 0) as the loss function (see Appendix A.1 for more details):

LGAN = −[LBCE(y) + LBCE(G(z))]

=
n∑

i=1

[logD(yi) + log(1−D(G(zi)))]. (4.22)
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Note that we prepare the same number of training and generated data for each training. In

general, a sigmoid function is placed in the output layer of the discriminator to keep its output

within [0, 1]. In this case, the loss function is called sigmoid binary cross-entropy. The objectives

of the discriminator and generator are to maximize and minimize it, respectively. Thanks to

adversarial training, the generator of the GAN can mimic more complex probability densities

than other methods.

In the vanilla GAN described above, new data is generated from a random input. If we want

to solve problems such as image segmentation or coloring with the CNN, network is required

to generate an image corresponding to a particular input image. To solve these image-to-

image problems, Isola et al. (2016) have proposed the conditional GAN (cGAN), in which

the generator generates an image from an input image as G : x → G(x)1. The objective of

the generator is to generate an image G(x) as close as possible to the ground truth, y. The

discriminator of cGAN takes a pair of input, either (x, y) or (x,G(x)), and distinguishes the

true pairs and fake (generated) pairs.

Like all the other CNNs, in cGAN, we reduce the size of the images in hidden layers

by adopting stride greater than 1 to save computational costs. Fig.4.1 shows an example

architecture of the generator of cGAN. If we want to get an output with the same size as

the input, we connect a series of convolutional layers (encoder) followed by the same number

of deconvolutional layers (decoder) with the same strides. While the high-resolution features

extracted in the early layers could often be important in image transformation, they are not

directly transferred to later layers when we use convolution alone. Skip connection is what

makes this possible. Skip connection is an operation that concatenates the features generated

by encoder layers with the features in the mirrored layer of the decoder. An encoder-decoder

with skip connections is called U-Net.

To train the cGAN, we prepare a set of pairs of an input image and its expected output

(ground truth), {xi, yi}. The loss function of the cGAN is

LcGAN =
n∑

i=1

[logD(xi, yi) + log(1−D(xi, G(xi)))]. (4.23)

Isola et al. (2016) show that adding an L1 norm between the ground truth and the generated

data

LL1 =

n∑
i=1

|yi −G(xi)| (4.24)

makes learning more efficient. Note that the L1 norm encourages less blurring of the output

than the mean squared error. The loss function is the sum of the cGAN loss and the L1 norm

weighted by a hyperparameter λ:

L = LcGAN + λLL1. (4.25)

1In general, random noise z is also input to the generator, but we omit it in our notation for simplicity.
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Figure 4.1: An example of the generator architecture that takes an observed map as input and
reconstructs a Hα map. The encoder part consists of eight convolutional layers and the decoder
part consists of eight deconvolutional layers (five among each of them are omitted in the figure).
The size of the images in hidden layers are reduced by adopting stride 2 to save computational
costs. Skip connections bring the outputs of the earlier layers to the corresponding later layers.

The objective of the generator (discriminator) is to minimize (maximize) this loss function.

One of the important extensions of the vanilla GAN is Wasserstein GAN (WGAN; Arjovsky

et al. 2017). WGAN consists of two CNNs, generator (G) and critic (D), and is known to

mitigate the training instability (see Appendix A.1). In the WGAN, we do not place a sigmoid

function in the output layer of the critic (unlike the discriminator of the vanilla GAN) and

thus it returns any value in [−∞,∞]. The loss function of WGAN is

LWGAN =
1

n

n∑
i=1

[D(yi)−D(G(xi))]. (4.26)

The objective of the generator (critic) is to increase (decrease) the loss function. Arjovsky

et al. (2017) suggest that the loss function (Eq.4.26) plays an approximately equivalent role

to the Earth-Mover distance, which is continuous and differentiable everywhere, by allowing

the weights of the critic to vary only in a small parameter space – most simply, by clipping all

the weights to lie within [−0.01, 0.01] after every gradient update. The critic developed in this

way does not experience vanishing gradients unlike the discriminator of vanilla GAN and thus

allows more stable training of the generator.
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4.2 Methods: Training Data and Network Architecture

In this study, we develop CNNs to extract signals from noisy LIM data. We use a single spectral

bin at λobs = 1.5 µm observed by SPHEREx. In near-infrared wavelength, there are several

foregrounds such as Zodiacal light and diffuse Galactic light from interstellar dust, but they are

spatially smooth and can be removed with several techniques (Doré et al. 2014). The biggest

problem is remaining thermal noises.

The choice of the size and resolution of training data is important. Due to limited com-

putational resources, there is a limit to the number of pixels that a machine can deal with,

and it is difficult to achieve both high resolution and large area. With SPHEREx resolution

of 0.1 arcmin, most galaxies are observed as point sources. To detect individual point sources,

it is better to adopt as fine resolution as possible.2 On the other hand, to extract extended

faint signals, it may be better to degrade the spatial resolution and adopt a larger area instead.

We thus prepare two different datasets with different angular resolutions and areas. We adopt

the original resolution (0.1 arcmin) with an area (0.85 deg)2 for the first training dataset and

coarser resolution (2.0 arcmin) with an area (8.5 deg)2 for the second training dataset. We

refer to these datasets as “small” and “large” datasets, respectively.

We use cGANs to extract signals.3 For simplicity, we consider a single emission line Hα

from z = 1.3, which is observed at λobs = 1.5 µm. Our task is to reconstruct Hα intensity

from the observed map (Hα + noise). There are two ways to make a machine learn this: to

let it output Hα itself, or to let it output noise and reconstruct Hα intensities by subtracting

the reconstructed noise from the observed image. We find that the signals are more accurately

reconstructed when we let the network learn to reconstruct the noise. The same result is

obtained in previous studies of denoising weak lensing maps using a cGAN (Shirasaki et al.

2019).

We build a cGAN based on Isola et al. (2016). The generator consists of eight convolutional

layers and eight deconvolutional layers, and the discriminator consists of four convolutional

layers. We include skip connection, batch normalization, and dropout. The hyperparameters

of the generator and discriminator are listed in Table 4.1. The cGAN is trained with the

loss function Eq.4.25. The hyperparameters λ, batch size, and epoch are determined with 10

validation data (see Appendix A.2 for more detail). We adopt λ = 1000 and 200 for “small”

and “large” datasets, respectively, and batch size 4, and epoch 8 for both of them. The images

(intensities) are normalized with 1.0×10−4 erg/s/cm2/sr (“small”) and 1.0×10−6 erg/s/cm2/sr

(“large”) before input into the networks.

2The intensity of a point source per pixel is inversely proportional to the pixel area l2pix, but the noise intensity
per pixel is inversely proportional to lpix as in Eq.3.25.

3We find that a simpler machine learning method using only the L1 norm as a loss function does not work
well because it encourages the network to reconstruct smooth intensity maps. See Appendix A.2.



36 Signal Extraction from Noisy LIM Data

Table 4.1: The architecture of the generator and discriminator. For each
convolutional (Conv.) or deconvolutional (Deconv.) layer, the number of
filtersNfilter, filter size, stride, presence of the batch normalization, dropout
rate, and activation function are listed. The shape of filters is in a form of
(width x, height y, features).

Generator

Layer Nfilter Filter size Stride BN Dropout Activation

Conv. 1 64 (5, 5, 1) (2, 2) × × Leaky ReLU
Conv. 2 128 (5, 5, 64) (2, 2) ⃝ × Leaky ReLU
Conv. 3 256 (5, 5, 128) (2, 2) ⃝ × Leaky ReLU
Conv. 4 512 (5, 5, 256) (2, 2) ⃝ × Leaky ReLU
Conv. 5 512 (5, 5, 512) (2, 2) ⃝ × Leaky ReLU
Conv. 6 512 (5, 5, 512) (2, 2) ⃝ × Leaky ReLU
Conv. 7 512 (5, 5, 512) (2, 2) ⃝ × Leaky ReLU
Conv. 8 512 (5, 5, 512) (2, 2) ⃝ × Leaky ReLU
Deconv. 1 512 (5, 5, 512) (2, 2) ⃝ 0.5 Leaky ReLU
Deconv. 2 512 (5, 5, 512) (2, 2) ⃝ 0.5 Leaky ReLU
Deconv. 3 512 (5, 5, 512) (2, 2) ⃝ 0.5 Leaky ReLU
Deconv. 4 512 (5, 5, 512) (2, 2) ⃝ × Leaky ReLU
Deconv. 5 256 (5, 5, 512) (2, 2) ⃝ × Leaky ReLU
Deconv. 6 128 (5, 5, 256) (2, 2) ⃝ × Leaky ReLU
Deconv. 7 64 (5, 5, 128) (2, 2) ⃝ × Leaky ReLU
Deconv. 8 1 (5, 5, 64) (2, 2) × × tanh

Discriminator

Layer Nfilter Filter size Stride BN Dropout Activation

Conv. 1 64 (5, 5, 2) (2, 2) × × Leaky ReLU
Conv. 2 128 (5, 5, 64) (2, 2) ⃝ × Leaky ReLU
Conv. 3 256 (5, 5, 128) (2, 2) ⃝ × Leaky ReLU
Conv. 4 512 (5, 5, 256) (2, 2) ⃝ × Leaky ReLU
Dense 1a × × sigmoid

a Dimension of the output.

4.3 Extracted Signals from Noisy Maps

We first visually compare the true and reconstructed maps. Fig.4.2 shows an example of the

reconstructed maps for the “small” dataset. From left to right, the observed map (Hα +

noise), true Hα map, and reconstructed Hα map are shown. The images are smoothed for

visibility. The locations and intensities of individual bright sources are well reproduced though

the observed data is noise-dominated. For instance, when we pick up pixels above 3.5σn

(= 9.1 × 10−6 erg/s/cm2/sr) from observed maps, only ∼ 20 percent of the extracted peaks

are true 3.5σn peaks. We find that when we choose pixels with > 3.5σn in the reconstructed

maps by cGAN, ∼ 70 percent of them are true 3.5σn peaks. This indicates that the machine

selectively extracts more plausible signals.
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Figure 4.2: The observed map (Hα + noise, left), the true Hα map (middle), and the recon-
structed Hα map (right) for the “small” dataset. The side length is 0.85 deg. The maps are
smoothed for visibility. The intensities are in units of erg/s/cm2/sr.

Figure 4.3: Same as Fig. 4.2, but for the “large” dataset. The side length is 8.5 deg.

Fig.4.3 shows an example for the “large” dataset. We find that the detectability of individual

emission sources is degraded compared to the “small” dataset. On the other hand, the positions

of voids and large-scale filamentary structures are relatively well reproduced. Such differences

of datasets can also be seen in the pixel-by-pixel comparison between the true and reconstructed

maps shown in Fig.4.4. In the case of the “large” dataset, the network properly reproduces

the intensities of truly bright signals but predicts bright intensities even for some pixels where

there are only faint true emissions. This is because the large noise makes the pixel-by-pixel

reconstruction difficult.

Summary Statistics

The statistics including the power spectrum and PDF are important for studying cosmology

as well as galaxy formation and evolution. We examine the reconstruction of them using 1000

test data. To compute the statistical values, we use the bagging method (see Section 4.1). In

particular, we prepare five different datasets generated with different realizations in pinocchio

and train five cGANs using each dataset. We compute the statistics from the maps obtained

from each network and take the average of them.
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Figure 4.4: The pixel-by-pixel comparisons between true and reconstructed images that are
shown in Fig.4.2 and 4.3 for “small” (left) and “large” (right) datasets. The error bars indicate
the variance of the reconstructed intensity in each true intensity bin.

Fig.4.5 shows the variance of the observed (light shade), true (dark shade), and recon-

structed (error bars) PDFs over 1000 test data, for “small” (left) and “large” (right) datasets.

In both cases, the PDFs are reconstructed reasonably well even in domains where the observed

data is dominated by noise. As we have seen above, the values of the individual pixels are not

always properly reconstructed for both cases. Nevertheless, the networks successfully recon-

struct the PDFs. This is because they learn the typical properties (including the statistical

properties) of the training data. The bagging process also contributes to the reconstruction

of the statistics. It is remarkable that the cGANs are able to reproduce the PDFs well even

though we do not directly train them to learn the statistics. Here we note that we use data

that was not used in the training, and thus the network does not just memorize the training

data. We will discuss how it behaves when different data from the training data is input in

Section 4.4.1.

We also compute the power spectrum. In Fig.4.6, the gray (orange) shade regions and

black (red) error bars indicate the variance of the two-dimensional power spectrum of true and

reconstructed Hα intensity maps over 1000 test data for the “small” (“large”) dataset. The

gray dashed line is the noise power spectrum

Pn = Apixσ
2
n, (4.27)

where Apix = l2pix is the pixel size and σn is the noise level per pixel. The power spectra are

reproduced well although these scales are dominated by noise. The power spectrum of the line

intensity map scales with the squared mean intensity I
2
on large scales. On small scales, the
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Figure 4.5: The point distribution function (PDF) for the “small” (left) and “large” (right)
datasets. The light and dark shaded regions and error bars show the variance of the PDF of the
observed maps, true Hα maps, and reconstructed Hα maps over 1000 test data. The vertical
dashed line indicates the 1-σn.

shot noise that is proportional to the mean of the squared luminosity L2
halo

shot noise = I
2L2

halo

L
2
halo

∝ L2
halo (4.28)

is observed (Eq.2.18). Therefore, the amplitude of the small-scale power is mainly determined

by the bright galaxy population.

In the “small” case, the galaxy shot noise is well reproduced. This is consistent with the

fact that the bright galaxies are properly reconstructed as seen above. The large-scale power

at k ≲ 0.5 arcmin−1, however, is underestimated. This regime corresponds to the 2-halo term

(the clustering of neighbor halos), which is determined by the overall intensity distribution

including the faint sources. The underestimation may be because of the small boxsize of the

training data. In the case of the “large” dataset, the shape of the large-scale power spectrum

is properly reconstructed. We should note that the reconstructed maps of the “small” dataset

still contain large-scale clustering information. If one uses the galaxy number density derived

from the reconstructed Hα maps over a large volume, 2-halo terms (Eq.2.13) would be detected

as in the usual galaxy surveys. Such reconstructed data can be used to detect cosmological

large-scale signatures.
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Figure 4.6: The power spectra for the “small” (gray/black) and “large” (orange/red) datasets.
The shaded regions and error bars show the variance of the power spectra of the true and
reconstructed maps over 1000 test data. The dashed line is the noise power spectrum (Eq.4.27).

4.4 Discussions

4.4.1 Different Emission Line Models

In machine learning, it is important to investigate how well the signal extraction works for data

that is different from the training data. The properties of the emission-line galaxies at z ≲ 3

has been studied in galaxy surveys (e.g., Khostovan et al. 2015; Sobral et al. 2013), but there

are still some uncertainties. In this section, we test the network using datasets generated with

three different line models from the training dataset.

The first two datasets are generated by uniformly amplifying or reducing the overall line

intensity. We generate Hα intensity maps by multiplying a constant value cHα and leave the

noise intensity unchanged

Iobs = cHαIHα + Inoise. (4.29)

We adopt cHα = 0.5 and 2. In addition, we adopt an emission line model by Silva et al. (2018),

where they assume the SFR-halo mass relation derived by a semi-analytical model (Guo et al.

2013). Silva et al. (2018) use a fitting function

SFR(M) = 10a
( M

M1

)b(
1 +

M

M2

)c
, (4.30)
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Figure 4.7: Examples of the reconstructed maps for the different line models. The top left
panel is the true map of the original dataset, and then the reconstructed maps for cHα = 0.5,
1.0 (original), and 2.0 are shown from left to right. The color bars are adjusted so that their
true maps look the same as the true map of the original dataset. Bottom panels are the true
and reconstructed maps for the line model by Silva et al. (2018). They are generated with the
same cosmological realization.

where they find that a set of parameters a = −0.85, b = 2.7, c = −3.0, logM1/M⊙ = 8,

and logM2/M⊙ = 11.7 reproduces the simulation results well at z = 1, and compute the Hα

luminosity as (Kennicutt 1998)

LHα = 1.26× 1041
SFR

M⊙/yr
× 10−AHα/2.5 erg/s, (4.31)

where AHα = 1 is the dust extinction magnitude. To generate realistic intensity maps, we add

a 0.2 dex scatter4 to the line luminosity. The obtained luminosity-halo mass relation is flatter

than ours at large halo masses, and there are more bright Hα emitters. We refer to this model

as the Silva18 model in the following.

Fig.4.7 shows examples of the “small” maps reconstructed by the network trained with the

original training dataset. We use maps generated with an identical realization. For the first two

datasets (cHα = 0.5 and 2), the color bars are adjusted so that their true maps look the same

as that of the original dataset shown in the leftmost panel on the top row. The bright signals

are properly reconstructed regardless of the model details. This indicates that the network

learns the property of the noise rather than the signal.

We also compare the reproducibility of the PDFs (Fig.4.8). We find that the networks

reproduce the bright end of the PDFs except for the most faint model (cHα = 0.5). We can see

4This value is based on the scatter in the SFR-halo mass relation derived by Guo et al. (2013).
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Figure 4.8: The probability distribution functions of the true (dashed line) and reconstructed
(error bars) maps for the different line models. The dashed gray vertical line indicates the 1-σ
noise level.

a clear difference between those of the original and Silva18 models even at the noise dominant

fainter end at ∼ 3 × 10−6 erg/s/cm2/sr. It indicates that our network distinguishes different

emission models to some extent. The reconstructed PDFs can thus be used to study the

population of line emitters with a method proposed by Breysse et al. (2017). If we assume

that individual pixels are dominated by only one halo (though this is not always the case), we

can reproduce the luminosity function. The intensity 3 × 10−6 erg/s/cm2/sr corresponds to

∼ 7×1041 erg/s at z = 1.3, which is comparable or lower than the luminosity limit explored by

galaxy surveys at similar redshifts (e.g., Khostovan et al. 2015). As the LIM observations cover

much larger volumes, obtained information could be complementary to the results of galaxy

surveys.

On the contrary to the “small” dataset, the reproducibility is considerably degraded when

we perform the same test for the “large” dataset. When we input test data with emission line

models significantly different from the original one, the network only detects the approximate

locations of large clusters and voids but does not properly reconstruct small-scale distributions

or the overall intensities of the signals. The statistics of the maps such as the power spectra
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and PDFs are also not reproduced. We find that the reproduced large-scale power spectra for

the emission line models with cHα = 0.5 and 2 have similar amplitudes as the training data

with cHα = 1. This can be attributed to the overfitting of the network to the training data.

To apply our network to actual observational data and derive cosmological information from

it, we should address such a problem.

Increasing the variety of data used for training may solve this problem. However, the

training generally becomes more difficult for more diverse training data, requiring higher com-

putational cost and detailed parameter tuning. One of the simpler ways to tackle this problem

is to use multiple networks. A demonstration of such a method has been done by Acquaviva

et al. (2020), with a simple regression task in which they estimate the stellar mass from the

observed galaxy spectrum. They train multiple networks with multiple datasets generated with

different physical models and then build another machine learning model that measures how

far the observed data is from each training dataset. They find that the systematic errors of the

outputs of each network can be estimated from the learned distance measure. Such techniques

will allow us to select the appropriate network (training dataset) and to determine whether the

observed signals are those expected or not. To apply the networks to actual observational data

in the future, it is crucial to train the networks with various emission line and noise models as

well as various cosmological models.

4.4.2 Choice of Training Data

We have looked at the differences between using small images with fine resolution and large

images with coarse resolution. There are advantages and disadvantages of each. One might

consider that the best performance is achieved when we train the network using large images

with fine resolution. However, the size of the images (number of pixels) that can be dealt

with is limited by the available computational power. The computational memory required for

training depends on the number of pixels as well as details of the network architecture such

as the number of convolutional filters and layers. After some experiments, we find that our

network can be trained on our GPU with 24.5 GB memory if the image size is 20482 or smaller.

Also, to train a machine with large images, it would take a much longer time to complete

a sufficient number of training steps. The training time is roughly proportional to the total

number of pixels if the network architecture is fixed. For example, it takes several days for

our network to complete 8 epochs for 20482 images. Such problems could partly be solved by

carefully tuning the architecture of the network, but then its performance could be degraded.

To let a machine learn the long-range dependencies of the images more efficiently, tuning

stride parameters of convolutional layers could be important. We may also use other ma-

chine learning models such as the state-of-the-art Transformer model (Dosovitskiy et al. 2020;

Vaswani et al. 2017), which captures relationships between distant pixels with fewer layers. In

any case, with the current generation computers and currently available network architecture,

one should carefully choose the training data depending on one’s purpose. One should use fine

resolution data to obtain a robust distribution of bright emission sources, and large images to
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detect faint extended signals.

4.5 Conclusion

We find that cGANs can be used to separate signals from noisy LIM observed data. In partic-

ular, by using a high-resolution dataset for training, we can detect point sources with better

accuracy than simply picking up pixels with more than a few-σ. The detection limit corresponds

to ∼ 1042 erg/s. The reproduced PDFs can be used to study the population of emission-line

galaxies. They will provide data that reinforce the star formation history traced by UV and

far-infrared observations and information on the ISM of the galaxies at the intermediate red-

shifts.

We note that a conventional noise reduction method using a Wiener filter (Zaroubi et al.

1995) does not work well for denoising LIM data. It removes the noise of known property

using the local information around each pixel of the image. The LIM signals are sparse and

locally not distinguishable from the Gaussian noise. Our network uses deep layers to capture

the features extended over the larger scales, which may allow proper extraction of the signals.

As well as the reconstructed maps for the “large” training dataset, the reconstructed bright

sources in the “small” dataset trace the LSS of the universe. We can study cosmology by

detecting the BAO and RSD on large scales and possibly the scale dependent bias on ultra-large

scales owing to primordial non-Gaussianity. We note that when we reconstruct the larger-scale

intensity distribution by connecting the reconstructed “small” maps, somewhat flat maps are

reconstructed, and the faint filaments and voids are not as clear as those reconstructed by the

“large” network. Therefore, it is better to use a larger dataset if one wants to do analyses using

these faint structures.

There is a tradeoff between the resolution and field size of the training data. If we could

increase the number of pixels that a network can deal with, the network may be able to

robustly detect both the individual bright sources and faint extended sources at the same time.

If we have ∼ 1 TB GPU memory, we can deal with 81922 pixels (i.e., ∼ 200 deg2 with a

resolution of 0.1 arcmin) with our current network architecture. It is also required to tune

the hyperparameters (e.g., the stride and number of layers) and to explore a parallel GPU

implementation to reduce training costs in future studies.

Our network may learn the properties of the noise as well as those of the signal. Therefore,

the validity of the noise model used for the training data could be important. In this study, we

only use a simple noise model since the properties of the actual observational noise of SPHEREx

are not yet known. In the SPHEREx observation, the all-sky survey will be performed by

shifting a 3.5 deg × 3.5 deg field of view consisting of linear variable filters gradually (Doré

et al. 2014). Because of this observational strategy, there would be fluctuations of the noise

level with scales corresponding to each shift (∼ 10 arcmin). Other contaminations such as

diffuse Galactic light and Zodiacal light should also be incorporated into the noise model. We

should take into account such details of the observational noise to apply the networks to actual
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observation data in the future. To this end, methods of constructing training data using actual

observation data (e.g., Chen et al. 2018) could be useful. To construct a proper noise model, it

will also be useful to check if the training data is statistically similar to the actual observational

data using methods such as those proposed by Acquaviva et al. (2020) (see Section 4.4.1). If

the noise level of each pointing can be properly estimated in the observation, it would also be

an interesting avenue to incorporate such a noise level map as one of the inputs to the network

so that it can perform the noise reduction based on the actual survey design.

In this section, we have considered only one emission line. Even if there are multiple emission

lines, we may be able to reconstruct the locations of the bright signals or the superposition of

the LSSs of multiple redshifts by training machines with appropriate training datasets. After

extracting emission signals from noisy maps, however, it is not straightforward to separate the

individual emission line signals. Separation of them is important to avoid systematic errors in

the obtained cosmological and astrophysical constraints. In the next section, we will consider

the separation of multiple line signals.



Chapter 5

Signal Separation from Confused
LIM Data

In the previous chapter, we have considered extracting emission line signals from the noisy LIM

maps. While we have only considered one emission line, noise reduction can also be done in

essentially the same manner, even in the presence of multiple emission lines. In conventional

galaxy surveys, the emission lines are identified by observing the individual galaxies in detail

to detect multiple emission lines. In the LIM observations, such an identification is difficult

because of the lower sensitivity and coarser angular/spectral resolutions. There is a so-called

line confusion problem.

Several solutions have been proposed for the line confusion problem, but they are mostly

statistical methods. While they provide an average picture of the universe, it would be more

informative if signal distribution itself can be extracted. To study environmental effects on

galaxy formation and evolution, for example, it is crucial to directly detect large-scale struc-

tures. Even when we take a cross-correlation with the other maps such as faint 21-cm intensity

maps at the EoR, it would be better to have no interlopers in the line intensity maps to avoid

systematics.

In this chapter, we develop a machine learning application to solve the line confusion prob-

lem. The LSSs at different redshifts have different properties including typical distances be-

tween galaxies, typical intensity, and amplitude of the fluctuation. A machine can separate

them if it learns these differences appropriately. We first describe the line confusion problem

and several proposed solutions in Section 5.1. After that, we describe our methods in Section

5.2 and the obtained results in Section 5.3. We then discuss the results in Section 5.4. The

contents of this chapter are based on Moriwaki et al. (2020).

5.1 Line Confusion Problem in Line Intensity Mapping Obser-
vations

Line confusion is a serious problem in LIM observations, in which several different emission

lines are redshifted into the same observed wavelength. For two emission lines with rest-frame

46
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Figure 5.1: Two emission lines with rest-frame wavelengths λ1 and λ2 emitted from redshifts
z1 and z2 observed at the same wavelength if they satisfy Eq.5.1. It is difficult to distinguish
their contribution in the LIM observation because of the low sensitivity and low resolution.

wavelengths λ1 and λ2 emitted from redshifts z1 and z2, if they satisfy

λ1(1 + z1) = λ2(1 + z2), (5.1)

then they are observed at the same wavelength (Fig.5.1). Several interlopers exist in most of

the spectral regimes (Fonseca et al. 2017). For instance, the Hα emissions from z = 1.3 and

the [Oiii] emissions from z = 2.0 are both observed at λ = 1.5 µm, contaminating each other

(Fig.1.2). Because of the low sensitivity and low resolution, it is generally difficult to separate

them individually.

One of the most common methods to reduce the contribution of the interlopers is to take

cross-correlation. The cross-correlation signal is obtained by combining two different observa-

tions covering the same region. For two intensity distributions I1(x) and I2(x), the cross-power

spectrum is defined as

⟨Ĩ1(k)Ĩ2(k′)⟩ = (2π)3δ3D(k + k′)P1,2(k). (5.2)

Suppose that the signals I1(x) are contaminated by observational noises or signals from a

different redshift, In(x), and that the other map I2(x) (e.g., galaxy distribution or intensity

map obtained from different observations) trace the large-scale distribution at the same redshift

as I1(x). Since the contaminant In(x) and the other signal I2(x) do not have any correlation,

their cross-power spectrum is reduced to zero

P1,2(k) = P1,2(k) + Pn,2(k) ∼ P1,2(k) (5.3)

if we take an average over many modes. Many theoretical predictions of LIM cross-correlation

signals have been made (e.g., Cheng & Chang 2021; Heneka et al. 2017; Lidz et al. 2009), and
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several observations have already detected the cross-correlation signals between LIM data and

galaxies (e.g., Chang et al. 2010; Keenan et al. 2021).

Masking bright pixels is also an effective method to detect distant (faint) signals (Gong

et al. 2014; Silva et al. 2018). The auto-power spectrum of such distant signals can be recovered

reasonably well when only small regions are masked compared to the entire survey area, but it

is also known that the results could strongly depend on the masking threshold. A combination

of masking and cross-correlation is also often used. In such analysis, null tests using completely

uncorrelated sources (e.g., sources at different redshifts) are also performed to check the validity

of the method (e.g., Kakuma et al. 2021). Another method to separate interlopers is to use the

anisotropy of the power spectra. The wavenumbers along the angular and redshift directions

(k⊥, k||) are measured using the angular diameter distance and Hubble parameter. We observe

an isotropic power spectrum1 only when appropriate distance measures are adopted. If we

adopt distance measures defined at redshift z1 to measure the signals at redshift z1, we observe

an isotropic power spectrum. If the signals are contaminated by interloper signals at redshift

z2 ̸= z1, we then observe an anisotropy due to the z2 signals. This anisotropy can be used to

separate signals from two redshifts that are far enough from each other (Cheng et al. 2016;

Lidz & Taylor 2016).

Recently, Cheng et al. (2020) devised a pixel-by-pixel line de-confusion method that uses

spectral information. They demonstrate that they can detect signals brighter than a given

threshold in noisy LIM data by detecting multiple emission lines in a spectrum under the

sparse approximation. Their method is only applicable when a sufficiently wide wavelength

range is covered by the observation and more than two emission lines from the same galaxy are

observed. We also note that they do not include the clustering information in their analysis.

5.2 Methods: One-to-Many Translation Network Architecture

We consider the LIM data at a single spectral filter λ = 1.5 µm. As we have seen in Fig.3.2,

the Hα line from z = 1.3 and [Oiii] line from z = 2.0 are dominant at this wavelength and the

[Oiii] intensity is smaller than the Hα on average. We ignore the other subdominant lines and

the observational noises. We generate the training data with an area of 1.7 deg on a side and

a resolution of 0.4 arcmin. By adopting such a wide area with a coarse resolution, we aim at

letting the machine learn the difference between the LSSs at two different redshifts.

Our task is to separate two emission signals from their superpositions. We build a machine

that equally treats each emission. We use two cGANs that reconstruct Hα and [Oiii] from

the observed map and train them together. The pairs of the generator and discriminator are

denoted by (G1, D1) for Hα and (G2, D2) for [Oiii]. For each cGAN, we adopt the same network

architecture as the previous chapter (Table 4.1). The two generators are supposed to retrieve

similar information at deep layers, so the encoder of the generators is shared (see Fig.5.2). Such

one-to-many reconstruction networks have also been proposed in previous studies on, e.g., the

1We ignore the RSD here.
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Figure 5.2: A schematic picture of the generators. They share the encoder and have indepen-
dent decoders. During the training, the learnable parameters of the generators are updated
simultaneously.

separation of reflected and transmitted scenes in images (Lee et al. 2018). With this network

architecture, we can easily add other emission lines and other contaminant sources in future

studies.

We find that the pixel-wise reproducibility is degraded when we use raw data (see appendix

A.2). We thus apply Gaussian smoothing with a beam size of 1.2 arcmin as a preprocessing of

the training and test data. In addition to the cGAN loss function (Eq. 4.25), we use the L1

norm between the observed data and the reconstructed Hα +[Oiii] data

Ltot =
1

n

n∑
i=1

|x−G1(x)−G2(x)|, (5.4)

as a loss function, where x is the observed map. The indexes i = 1 and 2 correspond to Hα

and [Oiii], respectively. The total loss function is

L =
∑
i=1,2

[LcGAN[Gi, Di] + λiLL1[Gi]] + λtotLtot. (5.5)

After several experiments, we choose λ1 = λ2 = λtot = 100. The images are normalized with

2.0× 10−7 erg/s/cm2/sr.

5.3 Separation of Multiple Emission Line Signals

Here we describe the results of the separation of two emission line signals. Figure 5.3 shows an

example of reconstructed maps. The left panel in the middle row is the sum of the two recon-

structed maps, and the bottom panels show the difference between the true and reconstructed

maps. The observed map is dominated by Hα signals as we have expected from the mean
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Figure 5.3: An example of signal reconstruction. 1.7 deg on a side. The intensities are
in units of erg/s/cm2/sr. Top: from left to right, the observed (Hα + [Oiii]) intensity map
and the true Hα and [Oiii] intensity maps. Middle: the reconstructed Hα (middle) and [Oiii]
(right) intensity maps and the sum of them (left). Bottom: the difference between the true and
reconstructed intensity maps.
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intensity. In the reconstructed Hα map, the cluster and void regions are more clearly defined

than the observed map. Even the Hα signals with comparable intensities to the bright [Oiii]

structures are well separated, indicating that the networks separate the signals by capturing

not only the intensity of each pixel but also the extended structure. The brightest peaks of

[Oiii] are also well reconstructed, especially in the regions where there are only weak Hα sig-

nals. While overall separation is done very well, fainter structures including filaments traced

by [Oiii] emissions are not always well reproduced, so we need to be careful when studying

such structures using the reconstructed maps.

Locations of the bright peaks are important probes of the LSS. We thus examine the

detectability of these peaks. We define the peaks as the local maxima larger than a certain

threshold: 4 × 10−8 erg/s/cm2/sr for Hα and 2 × 10−8 erg/s/cm2/sr for [Oiii]. With these

thresholds, ∼ 10 peaks are detected in the true map per 1 deg2 on average. We regard that

the true and reconstructed peaks are matched when they are found within 4 arcmin of each

other, which corresponds to ∼ 2 Mpc at z = 1 − 2. The numbers of peaks found in true and

reconstructed Hα ([Oiii]) maps are Ntrue = 20653 (26770) and Nrec = 22892 (21480) over 1000

test data. Among them, there are Ncorrect = 17279 (6970) peaks matched correctly. The recall

(Ncorrect/Ntrue) is 0.84 (0.26) and the precision (Ncorrect/Nrec) is 0.76 (0.32) for Hα ([Oiii]).

We then compare the reconstructed statistics. We compute power spectra and PDFs using

bagging analysis with five different networks as in the previous chapter. Fig.5.4 shows the

power spectra of the true and reconstructed maps.2 The networks properly reproduce the

large-scale power at ∼ 0.1 arcmin−1, where the 2-halo term (the clustering of neighbor halos)

is observed. The small scale powers are also well reproduced. This indicates that the network

learns the point spread function (Gaussian smoothing) as well as the mean number density of

bright sources.

The statistics of the test data are widely distributed because of the field variance. We thus

further examine whether the network tells the difference between individual data. In the top

panel of Fig.5.4, we show the difference between reconstructed (Prec) and true (Ptrue) power

spectra divided by the square root of the variance of the true power spectrum (σtrue). The

error bars indicate the variance of the difference between the reconstructed and true power

spectrum, σrec−true = σ(Prec−Ptrue), divided by σtrue. The variance of the difference, σrec−true,

is given by

σ2
rec−true = σ2

rec + σ2
true − 2Crec,true, (5.6)

where Crec,true is the covariance between the reconstructed and true power spectra. As seen

from the bottom panel in Fig.5.4, the distribution of the power spectra are in good agreement,

i.e., σrec ∼ σtrue. If the reconstruction strategy of the networks was such that they randomly

reproduce the statistics regardless of the actual properties of individual data, i.e., Crec,true = 0,

2Unlike what we have seen in the previous chapter, the shot noise is not seen because of the smoothing.
We note that for a known point spread function, we can recover the unsmoothed power spectrum P (k) from
the smoothed power spectrum Psm(k). For Gaussian beam with smoothing scale σ, it is given by P (k) =
exp(k2σ2)Psm(k).
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Figure 5.4: The true and reconstructed power spectra. The shaded areas indicate the distri-
bution of the power spectra of the true Hα (gray) and [Oiii] (orange) maps over the 1000 test
data, and the error bars show those of the reconstructed Hα (black) and [Oiii] (red) maps. The
error bars on the top panel indicate the variance of the difference between the reconstructed
and true power spectrum, σrec−true = σ(Prec − Ptrue), divided by σtrue. The horizontal dashed
lines indicate ±

√
2.

then the variance of the difference would be σrec−true ∼
√
2σtrue. The dashed lines in the top

panels of Fig.5.4 indicate ±
√
2. On large scales, the error bars are smaller than this for both

Hα and [Oiii]. This means that the networks do capture the characteristics of individual test

data to some extent.

The same is true for the reconstructed PDFs, shown in Fig.5.5. The deviation (upper

panel) is smaller than ±
√
2 over a wide intensity range. We also examine the reproducibility of

the mean intensities. Fig.5.6 shows the comparison between the true and reconstructed mean

intensities. The mean intensities of individual data are reproduced with statistical errors of a

few percent for Hα and ∼ 20 percent for [Oiii]. Such errors are reduced by observing a larger

area (e.g., 200 deg2 for SPHEREx). The successful reproduction of the faint end of the PDFs

and the mean intensities are partly owing to the absence of the noise, but we emphasize that
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Figure 5.5: The true and reconstructed PDFs. The symbols indicate the same as Fig.5.4.

such signal separation is not possible with any method other than ours even in the absence of

the noise.

5.4 Discussions

5.4.1 Different Emission Line Models

As we have seen in Chapter 4, the networks could fail to deal with a dataset that is quite

different from the training dataset. We thus test the networks with different emission line

models. To this end, we uniformly increase the line emissivities by 10 percent. Fig.5.7 shows the

reproduced mean intensities of Hα (top) and [Oiii] (bottom) for 100 test data. The intensities

are successfully reproduced for both Hα and [Oiii]. We also find that the detectability of the

peaks does not significantly change even when the line emissivities are changed by up to 10

percent. Such robustness may be partly because of the intrinsic scatter in the training dataset,

but we note that the mean intensities are appropriately reproduced even for the intensity maps

that come outside the range of the training data. While the reconstructions are performed well

for ∼ 10 percent change, we find that the reconstructed maps deviate from the true maps when

we make a larger change. This is consistent with the results of the ”large” dataset in Chapter

4. To properly reconstruct such outliers, we should use a dataset with a wider model range

and/or multiple networks as discussed in Section 4.4.1.
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Figure 5.6: The true vs reconstructed mean intensity for Hα (left) and [Oiii] (right) maps.
The difference between them divided by the square root of the variance of the true intensities
are shown on the top.

5.4.2 Combining Multiple Networks

Our networks detect peaks with precision as high as ∼ 0.8 for the Hα maps and ∼ 0.3 for

the [Oiii] maps. Detecting bright peaks, i.e., the locations of the clusters, is important for

studying the environmental effects at the high-redshift universe. Also, reconstructed peaks

will be good targets for deeper follow-up observations. For such purposes, peak catalogs with

higher precision are required. In other words, we need to know the reliability of the detected

signals.

Previous works develop several methods to evaluate the uncertainties of the individual

reconstructed pixels. Kendall & Gal (2017), for example, devise a machine that estimates

aleatoric and epistemic uncertainty on a task to estimate the depth of the objects in images.

The aleatoric uncertainty is the uncertainty due to the observational noise. The epistemic

uncertainty is caused by the randomness of the model and its training process. Kendall & Gal

(2017) train the machine to estimate the aleatoric uncertainty (at the same time as it estimates

the depth) and compute the epistemic uncertainty by manually varying the model parameters.

We can do a similar analysis to the epistemic uncertainty prediction method of Kendall &

Gal (2017) by making use of the five networks used for bagging analysis. We perform signal

detection with each of the five networks trained with different datasets and select the peaks

that are detected by all the networks. These peaks are considered to be more reliable (more

precise) than the peaks detected by a single network. With this method, 13453 (2539) peaks

are selected for Hα ([Oiii]) maps. Among them, 12157 (1434) peaks are matched with the



5.5 Convolutional Filters and Hidden Layers 55

Figure 5.7: The reproduced mean intensities of Hα (top) and [Oiii] (bottom) for 100 test
data. The left panels show the results for the original dataset, and the right panels show the
results when the line intensities are uniformly increased by 10 percent. The colors indicate the
mean intensity of the other line emission.

true peaks, which corresponds to a precision of 0.90 (0.57). We find that the precision of the

peak detection is indeed improved, and the obtained peak catalogs can be used for studying

environmental effects and individual galaxies.

5.5 Convolutional Filters and Hidden Layers

So far, we have seen that the cGANs can separate two LSSs very well. Here, we investigate how

a machine learns the features of the LSS. Looking at the convolutional filters and hidden layers

is one of the most primitive ways of understanding CNNs. Fig.5.8 shows the convolutional

filters and the outputs of the first layer. The input map is convolved with 64 convolutional

filters with kernel size (5, 5). The red and blue colors of the filters correspond to the positive and

negative values, respectively. The circularly symmetric filters are considered to be capturing
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Figure 5.8: The convolutional filters of the first layer of the generator. Red and blue colors
correspond to the positive and negative values, respectively. An example of the outputs of
the first layer is also shown. Subtraction of biases and application of an activation function is
omitted in the figure. We note that large pixel values of a given filter do not always imply the
importance of the filter in the final output.
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the Gaussian filter that we use in image preprocessing. In the output, we observe various

feature maps: some have bright peaks highlighted, some are smeared in certain directions,

some have inverted pixel values, and some are almost identical to the input. The filamentary

structures are also emphasized in several feature maps. The feature maps that are almost

identical to the input may be used to reproduce the small-scale structures in the outputs by

being conveyed directly to the last layer through the skip connection. The feature maps in the

first layer are also passed to the deeper layers and more complicated and/or larger-scale features

are extracted. For instance, the fluctuations with small amplitude can be solely extracted if the

network subtracts the feature maps with bright peaks highlighted from those that are almost

identical to the input. Information on the distances between individual clusters (bright peaks)

can also be extracted in deeper layers. The network may use the extracted features to tell

differences between the LSSs at two redshifts in, e.g., the typical intensities, amplitude of the

fluctuations, typical distances between galaxies, and typical size of voids.

5.6 Conclusion

In this chapter, we have proposed to solve the line confusion problem in the LIM observations

using machine learning. We have devised, for the first time, a method for pixel-by-pixel sepa-

ration of the LSSs at different redshifts. We have developed a one-to-many CNN that equally

deals with individual emission lines. It allows us to easily extend our method to apply data

with more emission lines, noise, and other contaminants. Our method does not require spectral

information and thus can be applied to every observed wavelength. Such signal separation is

only possible with our methods.

We demonstrate our method using mock observational data assuming SPHEREx observa-

tion. Our networks properly assign the observed peaks to each redshift with precision of 0.76

(Hα at z = 1.3) and 0.32 ([Oiii] at z = 2.0). By combining multiple networks, we can build

peak catalogs with higher precision (0.90 and 0.57). The networks reproduce the statistics such

as the power spectra, PDFs, and mean intensities as well. We find that the networks learn

to distinguish individual (1.7 deg)2 maps rather than just learn the typical properties of the

training dataset.

We look at the convolutional filters of the first layer of the generator. The networks extract

various features from the observed map, which may be able to capture the differences between

the LSSs at two redshifts. We also find that the reproducibility is degraded when the overall

intensity is considerably changed. Conversely, the mean intensity or the amplitude of the

fluctuation may play an important role in the networks’ separation strategy.

Our method can be used for future observational data by SPHEREx and any other tele-

scopes targeting different wavelength regimes after removing the observational noises using the

method devised the previous chapter. It may also be directly applied to data from more future

observations such as CDIM. The data extracted by our method can be used for studying galaxy

formation and evolution as well as cosmology. Obtained peak catalogs of high precision will
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provide us good targets for deeper follow-up observations and allow us to study environmental

effects on galaxy formation and evolution.



Chapter 6

Signal Extraction from 3D LIM
Data

In the previous chapters, we have used two-dimensional LIM information. In actual observa-

tions, spectral data is also obtained, which can provide additional information. In this chapter,

we use three-dimensional CNNs to extract signals from three-dimensional intensity data cubes

containing spectral and angular distribution information. Three-dimensional CNNs are also

used in recent studies for analyzing simulation data (e.g., Zhang et al. 2019) and the 21-cm

line intensity maps (e.g., Prelogović et al. 2021).

In the application of machine learning to astronomical and physical data, better perfor-

mance can be achieved by manually giving physical information to the machine (Breen et al.

2020; Karniadakis et al. 2021). In this study, we inform physical information. In particular,

we inform the difference between rest-frame wavelengths of two emission lines to a network so

that it learns the existence of two emission lines at different wavelengths. The contents of this

chapter are based on Moriwaki & Yoshida (2021).

6.1 Methods

6.1.1 Data Preparation

We consider noisy line intensity maps within 1 - 2.5 µm observed by SPHEREx and consider two

line-emission signals, Hα and [Oiii]. We do not include the other subdominant interlopers, but

if they are included, they could provide additional information. To prepare mock multi-spectral

observation data cubes (light cones), we use the past-light-cone algorithm in pinocchio. This

algorithm replicates the simulation box and arranges the boxes by connecting the periodic

boundaries to fill a light cone. We carefully choose the line of sight direction so that the same

halo does not appear more than once in the light cone. The line luminosities of halos are

computed as described in section 3.3. We generate the halo mass-luminosity tables at z = 1.0,

1.3, 2.0, 3.0, and 4.4 with IllustrisTNG, and interpolate them to compute the luminosities of

the halos at redshifts between them.

We adopt the original SPHEREx angular resolution (0.1 arcmin) to put more focus on point

59
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Figure 6.1: An example of the light cones generated by pinocchio. We generate the Hα
(middle) and [Oiii] (bottom) intensity distributions with the same realization. The same LSSs
are seen in each of them. By binning the sum of them with the spectral resolution of SPHEREx
and adding thermal noise, we obtain the mock observational intensity maps (top). The black
solid lines indicate the spectral resolution of SPHEREx. The wavelength range of the training
data are indicated by yellow and orange boxes. They cover roughly the same redshift range of
Hα and [Oiii] lines, respectively.

source detection (see discussion in Chapter 4). We adopt 64 pixels for each angular direction.

The angular size of the training data is thus 6.4 arcmin. After binning the sum of the Hα and

[Oiii] intensity maps, we add instrumental noises. We adopt the resolutions and noise levels

of the SPHEREx observation.1 Fig.6.1 shows an example of the obtained mock observational

light cones. The black vertical lines represent the borders of the SPHEREx filter. The spectral

resolution of the SPHEREx is mostly R ∼ 41 in this wavelength regime. We avoid using the

spectral bins that have different resolutions, such as those at λobs ∼ 1.1 µm.

6.1.2 Physics-Informed Network Architecture

In general, the distribution of galaxies is correlated not only in the angular direction but also in

the wavelength direction. However, the physical length corresponding to the spectral resolution

is much larger than that of the angular resolution. The spectral resolution R ∼ 41 corresponds

to ∼ 50 Mpc, while the angular resolution is ∼ 50 kpc at the redshifts of our interest. Thus

the correlation along the spectral direction is considered to provide different information from

the angular correlation. We note that in the CDIM observation, the spectral resolution is ∼ 10

times better, and it could be more informative.

The multi-spectral data contains another important information. Multiple emission lines

from a galaxy are observed at multiple wavelengths. The observed Hα and [Oiii] line signals

from the same galaxy at redshift z are separated by dλ = (1+ z)(λHα−λ[OIII]) = 1556Å(1+ z)

in the spectral direction. For an observation that adopts a constant spectral resolution R ≡

1https://github.com/SPHEREx/Public-products
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Figure 6.2: The generator architecture. They take two data cubes as input with different
wavelength ranges: 1.48 - 2.19 µm and 1.14 - 1.68 µm. The Hα and [Oiii] generators share
the encoder consisting of four convolutional layers and have individual decoders consisting of
four deconvolutional layers. We include the skip connections as well as the dropout and batch
normalization.

λobs/dλbin = const., where dλbin is the width of the spectral bin, the two emission lines from

the same galaxy are always separated by the same number of filters regardless of the redshift of

the galaxy. If the networks make use of this co-existence of two emissions, it may more easily

separate the signals.

Such long-range dependencies can in principle be learned by sufficiently deep CNNs, but

we find, after some experiments, that it is difficult to extract the signals by simply applying

a three-dimensional CNN to the observed data cube. One way to make the networks more

efficiently learn the long-range dependencies is to adopt convolutional kernels that are long

in the spectral direction, but such a method would require a large amount of computational

memory. It is also difficult to extend this method to deal with other emission lines. We thus

take a different approach here.

Fig.6.2 illustrates our generator architecture. As in Chapter 5, two generators for Hα and

[Oiii] share the encoder part. Our generators take two portions of the observed data with

different spectral ranges. The two inputs are separated by a wavelength dλ = (1 + z)(λHα −
λ[OIII]). In particular, we use the observed data cubes within 1.48 - 2.19 µm and 1.14 - 1.68 µm,

covered by 16 spectral bins as input data. We denote them x1 and x2, respectively. The input

data, (x1, x2), has 64 × 64 × 16 × 2 pixels in total. The wavelength ranges of x1 and x2

correspond to almost the same redshift range z = 1.25− 2.4 when they are converted with the

rest-frame wavelengths of the Hα and [Oiii] lines, respectively. We note that the corresponding

spectral bins do not always cover the same redshifts because of the finite spectral resolution. In

SPHEREx observation, the redshifts of corresponding spectral bins correspond to each other
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with dz/z < 0.01 over the wavelengths of our interest. The two input data cubes x1 and x2 are

indicated by the orange and yellow boxes in Fig.6.1. They contain the same underlying large-

scale structure traced by Hα and [Oiii] lines. From these inputs, the generators reconstruct

the Hα and [Oiii] intensities.

The network architectures are specified in Table 6.1. We first use the vanilla cGAN, but

we find that learning is not stable and the reproducibility varies greatly depending on when

learning is stopped and on small differences in hyperparameters. We thus develop a conditional

extension of WGAN, which is known to learn more steadily. For the loss function, we use

Eq.4.26 with an additional L1 term

Li = Di(xi, yi)−D(xi, G(x1, x2)) + λi|yi −Gi(x1, x2)|, (6.1)

where yi is the true Hα (i = 1) or [Oiii] (i = 2) intensity map. We adopt λ1 = λ2 = 100

after some experiments (Appendix A.2). We find that the results do not significantly change

depending on the choice of these hyperparameters. The line intensities are normalized with

1.0 × 10−4 erg/s/cm2/sr. We impose the Lipschitz condition by restricting the range of the

learnable parameters of the critics to [-0.01, 0.01] as in the original proposal by Arjovsky et al.

(2017). We run the training over 50 epochs with batch size 50.

Table 6.1: The architecture of the generators and discriminators: the number
of filters Nfilter, filter size, stride, presence of the batch normalization, dropout
rate, and activation function. The tensor shapes are in a form of (width x,
height y, depth z, features).

Generator

Layer Nfilter Filter size Stride BN Dropout Activation

Conv. 1 64 (3, 3, 3, 2) (2, 2, 2) × × Leaky ReLU
Conv. 2 128 (3, 3, 3, 64) (2, 2, 2) ⃝ × Leaky ReLU
Conv. 3 256 (3, 3, 3, 128) (2, 2, 2) ⃝ × Leaky ReLU
Conv. 4 512 (3, 3, 3, 256) (2, 2, 2) ⃝ × Leaky ReLU
Deconv. 1 256 (3, 3, 3, 512) (2, 2, 2) ⃝ 0.5 Leaky ReLU
Deconv. 2 128 (3, 3, 3, 256) (2, 2, 2) ⃝ × Leaky ReLU
Deconv. 3 64 (3, 3, 3, 128) (2, 2, 2) ⃝ × Leaky ReLU
Deconv. 4 1 (3, 3, 3, 64) (2, 2, 2) × × tanh

Discriminator

Layer Nfilter Filter size Stride BN Dropout Activation

Conv. 1 64 (3, 3, 3, 2) (2, 2, 2) × × Leaky ReLU
Conv. 2 128 (3, 3, 3, 64) (2, 2, 2) ⃝ × Leaky ReLU
Conv. 3 256 (3, 3, 3, 128) (2, 2, 2) ⃝ × Leaky ReLU
Conv. 4 512 (3, 3, 3, 256) (2, 2, 2) ⃝ × Leaky ReLU
Dense 1a × × ×

a Dimension of the output.
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Figure 6.3: The observed intensity maps (Hα + [Oiii] + noise; first row), Hα + [Oiii] intensity
maps (second row), true intensity maps (third row), and reconstructed intensity maps (fourth
row). Two different wavelength ranges, 1.48 - 2.19 µm and 1.14 - 1.68 µm, are shown on the
left and right, respectively.
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Figure 6.4: Pixel-by-pixel comparison between true and reconstructed intensities for Hα (left)
and [Oiii] (right) lines.

6.2 Reconstruction of Three-Dimensional Large-Scale Struc-
tures

For test data, we generate another 1000 light cones of 0.85 deg on a side and divide them into

8 × 8 sections in the angular direction. We input them into the generators and rearrange the

outputs to obtain reconstructed (0.85 deg)2 data.

An example of the reconstructed three-dimensional intensity maps is shown in Fig.6.3.

The first, third, and fourth rows are the observed (input), true, and reconstructed maps. For

reference, we also show the noiseless observed maps (only Hα + [Oiii]) in the second row. The

left and right columns show the data cubes at λobs = 1.48 − 2.19 µm and 1.14 − 1.68 µm,

respectively, where there are underlying Hα and [Oiii] signals at z = 1.25 − 2.4. The data is

smoothed for visibility. Fig.6.4 shows the pixel-by-pixel comparison between unsmoothed maps.

One can see that the bright sources are properly reconstructed, and the networks successfully

remove the foreground/background line interlopers. To check their detectability, we count the

numbers of bright pixels with > 3σn, where σn is the average noise level over the 16 spectral

bins and compute the recall (Ncorrect/Ntrue) and precision (Ncorrect/Nrec). We find that the

networks achieve a high detectability, with a recall of 0.67 (0.78) and a precision of 0.84 (0.68)

for the Hα ([Oiii]) intensity. On the other hand, faint extended sources are not reproduced

well because they are compromised by large observational noise. This result is similar to the

result of the “small” dataset in Chapter 4.

The reproducibility of the bright pixels can also be confirmed by looking at the reconstructed

PDFs. In Fig.6.5, we show the PDFs of Hα (left column) and [Oiii] (right column) intensities at

several spectral bins. In every spectral bin, the bright end of the PDF is properly reproduced.

The bright end of the [Oiii] PDFs are also reproduced well even though the contributions of the
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Figure 6.5: The PDFs at four spectral bins (z ∼ 1.26, 1.56, 1.89, and 2.26) for Hα (left) and
[Oiii] (right) lines. The shaded regions and error bars represent the variance of the true and
reconstructed PDFs over 1000 test data. The observed PDFs and the 1-σn noise level are also
indicated by the light-colored shaded regions and the dashed vertical lines. The upper panels
show the differences between true and reconstructed PDFs divided by the square root of the
variance of the true PDFs.
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Figure 6.6: The cross-correlation coefficients between the true and reconstructed intensity
maps for Hα (black) and [Oiii] (red) as a function of redshift. Those between the true and
observed intensity maps are also shown for reference.

foreground Hα emissions are dominant there. The small differences between individual true and

reconstructed PDFs (upper panels) indicate that the networks learn to capture the properties

of individual (8.5deg)2 areas rather than just learn the typical property of the training data

(see discussion after Eq.5.6).

The networks reproduce only a few faint pixels at ≲ 10−5 erg/s/cm2/sr. We find that the

reproducibility of the PDFs does not change if we perform bagging analysis. This behavior is

different from the previous results in Chapter 4, where the network recovers the faint ends of the

PDFs to some extent even in the presence of the noise. One possible reason for the difference is

the usage of WGAN instead of the vanilla GAN. When the discriminator is trained optimally,

the generator of the vanilla GAN sometimes updates parameters randomly (see Appendix

A.1). Errors in individual outputs of the generators caused by such randomness are canceled

out through the bagging procedure. Contrastingly, in WGAN, the generator is always updated

based on a certain guideline given by the critic. Our generators may learn not to reconstruct

the faint pixels that are almost impossible to properly reconstruct. To make the generators

learn the faint end property as in Chapter 4, we may need to add some other constraints to

the learning process.

We also examine the reproducibility of the large-scale clustering information. We find

that the reconstructed power spectra are underestimated on large scales for the same reason

as the result using the “small” dataset in Chapter 4, but the reconstructed intensity maps

are still considered to have large-scale clustering information. To examine to what extent

the reconstructed maps trace the large-scale distribution, we compute the cross-correlation
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Figure 6.7: The three-dimensional convolutional filters of the first layer of the generator.
Randomly chosen eight filters among Nfilter(= 64) filters are shown. A set of three overlapping
3× 3 maps represents a three-dimensional convolutional filter.

coefficient between the true and reconstructed maps

rtrue,rec(k) ≡
Ptrue,rec(k)√
Ptrue(k)Prec(k)

, (6.2)

where Ptrue and Prec are the auto-power spectra of the true and reconstructed maps. It would

take 1 (-1) when the two fluctuations are perfectly correlated (anti-correlated), and 0 when they

are uncorrelated. Fig.6.6 shows those at k = 0.3 arcmin−1 (∼ 0.3h Mpc−1) at each redshift bin.

The error bars show the variance of the 1000 test data. The correlation coefficients between

the true and observed maps are also shown for reference. They are ∼ 0.8 for all redshifts, much

larger than those with observed maps. This suggests that the reconstructed maps are useful

tracers of the large-scale structure at the specific redshifts. We find that the reproducibility

of the above statistics and the detectability of bright sources do not largely change when data

with different line intensities are input.

6.3 Understanding the Networks

In our newly developed network architecture, the generators receive two observational data

cubes where the same large-scale structure is imprinted. We expect that the generators use

the information of both data cubes and capture the co-existence of the two emission lines in

them. In the following, we perform three tests to investigate how the networks extract signals.

Convolutional Filters

We first look at the convolutional filters to understand the function of the network. Fig.6.7

shows several convolutional filters of the first layer of the generator. The size of individual

filters is (3, 3, 3, 2). In the figure, a set of three overlapping 3 × 3 maps represents a three-

dimensional convolutional filter. We have a pair of them, (w1, w2), corresponding to the two

feature maps of the input x1 and x2. The i-th feature of the next layer is computed as

yi = a(w1i ∗ x1 + w2i ∗ x2 + bi), (6.3)

where a and bi are the activation function and bias. We find that in several filter pairs, only

two corresponding pixels in w1 and w2 have large values (e.g., leftmost one in Fig.6.7). Such
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Figure 6.8: The true (top) and reconstructed (bottom) intensity maps when using different
realizations for generating Hα and [Oiii] maps. The same realization with Fig.6.3 is used for
the Hα map.

filters are sensitive to the signals co-existing in the corresponding pixels of x1 and x2 and thus

may allow the generators to properly extract the Hα and [Oiii] signals from the same galaxies.

Although it is not clear how the individual filters affect the final output of the network, this

indicates that the networks make use of the multi-wavelength information.

Random Realization Test

Here, we investigate how the networks respond to uncorrelated Hα and [Oiii] signals (i.e.,

data without any co-existing signals). We generate a mock observational map using different

realizations for Hα and [Oiii] and input this into the networks. The resulting reconstructed

maps are shown in Fig. 6.8. We use the same realization for Hα intensity as that shown in

Fig.6.3. For the [Oiii] intensity map, it is clear that the network does not reproduce the true

intensity distribution, indicating that the [Oiii] generator relies on the Hα signals underlying in

one of the input data cubes, x1. It should be noted that the [Oiii] generator is not completely

dependent on the data cubes x1. If so, the reconstructed [Oiii] intensity would always look the

same as the Hα intensity regardless of the input [Oiii] intensity. We find that the reconstructed

Hα map also differs from that in Fig.6.3. It is indicated that the Hα generator also partly relies

on the data cube x2.
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Figure 6.9: The gradients of the reconstructed Hα (left) and [Oiii] (right) maps with respect
to the intensities at pixels with brightest Hα intensities (ib, jb, kb). The horizontal and vertical
axes show the gradients with respect to the first and second inputs, x1 and x2, respectively.
The colors show the reconstructed intensities.

Saliency Analysis

To further investigate the dependence on the two inputs, x1 and x2, we perform a saliency

analysis. The saliency analysis quantifies which pixels of the input data have large impacts on

the output. One of the simplest saliency methods, the so-called vanilla gradient, computes the

derivative of the output value with respect to the input pixels (Simonyan et al. 2014). Pixels

with a larger gradient are considered to have a greater impact on the output. Among all the

pixels in a reconstructed map, we choose a pixel with the brightest Hα intensity,2 which is

denoted by (ib, jb, kb). We compute the partial derivative of the intensities Gibjbkb
Hα and Gibjbkb

[OIII]

with respect to the intensities of the individual pixels of the inputs x1 and x2

∂Gibjbkb
a

∂xijk1

,
∂Gibjbkb

a

∂xijk2

(a = Hα, [OIII]) (6.4)

for 1000 brightest pixels among 1000 test data.

As expected, we find that the most important pixels are those with (i, j, k) = (ib, jb, kb) in

x1 and x2 maps. Fig.6.9 shows the gradients of the reconstructed Hα (left) and [Oiii] (right)

intensities with respect to the intensity at these pixels. The horizontal and vertical axes indicate

the importance of the input pixels of x1 and x2. For reconstruction of the Hα intensity maps

(left panel), we find dGHα/dx1 > dGHα/dx2 for most of the pixels, indicating that the network

put more focus on x0, which is consistent with what we have seen above. For reconstruction

of the [Oiii] intensity maps (right panel), the values are clearly divided into two groups: those

with dG[OIII]/dx1 > dG[OIII]/dx2 and with dG[OIII]/dx1 < dG[OIII]/dx2. We investigate how

2We find that the results do not significantly change when we consider the brightest pixel of the reconstructed
[Oiii] map.



70 Signal Extraction from 3D LIM Data

the reconstructed intensity, observed intensity, and redshifts of the pixels would affect whether

the [Oiii] generator relies on x1 or x2, but found no clear trend. In Fig.6.9, the color represents

the reconstructed intensity.

The input pixels other than those at (ib, jb, kb) also affect the reconstruction. We find

that the neighboring pixels along the spectral direction have a particular influence on the

reconstruction. The networks may learn that the Hα and [Oiii] emissions from the same galaxy

do not always appear in the corresponding spectral bins because of the alignment of the spectral

filters. In the angular direction, only the intensities at a few pixels away from (ib, jb, kb) have

a slight effect on the reconstructed intensity, and those much farther away do not affect at all.

This tells us that the networks put more focus on the information in spectral direction than

the large-scale distributions extended over the angular direction. This is expected because we

only adopt a dataset with a very small angular size. To let a machine learn such large-scale

clustering information, we should adopt a larger boxsize, which is currently not available due

to computational limitations.

6.4 Conclusion

We have developed three-dimensional CNNs that extract and separate multiple signals (Hα and

[Oiii]) from noisy LIM data cubes. We inform the physical values (the rest-frame wavelengths

of emission lines) by using multiple inputs where emission lines from the same galaxy population

are imprinted. We use WGAN instead of the vanilla GAN and find the training is more stable.

The bright sources of both the Hα and [Oiii] lines are properly reproduced. The reconstruction

limit is at a few-σn level. A similar detection limit is found by Cheng et al. (2020).

Our method allows us to reconstruct intensity maps quite well as long as the observation

covers a sufficient wavelength range. Although we have ignored the interlopers other than Hα

and [Oiii] lines, such as the [Oii] line, our network architecture can easily be extended to include

such lines. If they are added, they would provide additional information to the network, which

makes it easier to reconstruct intensity maps at designated redshifts. While we only considered

the intermediate redshift and the near-infrared wavelength range, our method can be applied

to any other ranges in principle.

To understand how the networks reconstruct the signals, we look at the convolutional

filters, conduct random realization test, and perform saliency analysis. They all suggest that

the networks efficiently extract the co-exsisting signals underlying in the two input data. It

is also indicated that the large-scale clustering information is not used by the networks that

much. Such information can only be taught by using a dataset with a larger boxsize.

As we have discussed in the previous chapters, the obtained LSSs can be used for various

studies in cosmology. They can also be used to study the astrophysical phenomena such as

cosmic reionization. For example, we can compute the cross-correlation signals between the

21-cm intensity maps and the galaxy distribution to detect the EoR signals. If we use the

reconstructed LIM data by our methods for such analysis, we may be able to detect the EoR



6.4 Conclusion 71

signals more robustly with less systematics.



Chapter 7

Application of LIM Data for
Studying Cosmic Reionization

The observed LSSs can be used for various studies in cosmology and astrophysics. As one

of these applications, we investigate using them to study the EoR. The details of the cosmic

reionization and IGM heating phenomena are not well known. The distant 21-cm line from

the IGM is the key to elucidating them. However, the 21-cm emission is very weak and

contaminated by bright foregrounds. Cross-correlation is one of the important observational

techniques to investigate the EoR.

In this study, we predict the cross-power spectra between the 21-cm and [Oiii] intensity

maps. The [Oiii] intensity maps at the EoR can be obtained in the SPHEREx-like observations

including CDIM (Cooray et al. 2019). As we have discussed in the previous chapters, the bright

[Oiii] emitters extracted from the intensity maps by the machine learning method could also

be good (or better) tracers of the LSS. We thus study the cross-correlation using the number

density of the bright [Oiii] emitters as well.

In Section 7.1, we describe our methods to generate the 21-cm and [Oiii] maps. We then

compute the cross-correlation signals between the 21-cm intensity maps and the distribution

of the [Oiii] emitters (number density maps or intensity maps) and show them in Section 7.2.

We then discuss the results in Section 7.3. The contents of this chapter are based on Moriwaki

et al. (2019).

7.1 Methods

7.1.1 Reionization Simulation

To study reionization, we use simulation outputs obtained by Eide et al. (2018). They use

the output of the cosmological hydrodynamics simulation MassiveBlack-II (Khandai et al.

2015).1 In this simulation, physical processes such as star formation (Springel & Hernquist

2003), feedback effects (Croft et al. 2009; Degraf et al. 2010; Di Matteo et al. 2008, 2012),

1The simulation adopts the ΛCDM model with ΩΛ = 0.735, Ωm = 0.275, Ωb = 0.046, and h = 0.701
(Komatsu et al. 2011).

72



7.1 Methods 73

and the formation and evolution of black holes (Di Matteo et al. 2005; Springel 2005) are

included. The simulation boxsize is 100h−1 comoving Mpc on a side and the mass resolution is

mDM = 1.1× 107h−1 M⊙ for dark matter particles and mgas = 2.2× 108 M⊙ for gas particles.

The smallest halo mass is ∼ 108 M⊙.

Table 7.1:

SED model

Stars Eldridge & Stanway (2012)a

X-ray binary Fragos et al. (2013a,b); Madau & Fragos (2017)b

ISM Mineo et al. (2012); Pacucci et al. (2014)c

AGN Krawczyk et al. (2013)d

a Include formation of binary stars (bpass model).
b Include emissions from young massive stars and low mass stars.
c Assume that luminosity scales with SFR.
d Assume that luminosity scales with accretion rate. Radiation efficiency

η = L/Ṁc2 is set to be 0.1.

Eide et al. (2018) use the Monte Carlo radiation transfer code crash (Ciardi et al. 2001;

Graziani et al. 2013; Maselli et al. 2009, 2003) to perform the radiation transfer calculation

with a post-processing method and compute the ionization degree and gas temperature of the

IGM. In the post-processing, the ionizing photons from 13.6 eV to 2 keV are divided into 82

frequency bins. The number of photons at frequency ν during a time step ∆tem is given by

Ni(ν, z) = Ŝi(ν, z)fesc(ν)ϵi(z)∆tem(z), (7.1)

where Ŝi is the normalized SED and ϵi is the total number of photons emitted from source i.

The escape fraction of the ionizing photons is set to be fesc = 0.15. They consider four different

ionizing/heating sources: stars, X-ray binaries, ISM, and AGNs. Table 7.1 list the models of

the sources adopted in their computation. Eide et al. (2018) find that the ionization is mainly

caused by stars. The X-ray binaries and hot ISM contributes to the IGM heating outside the

ionized bubbles. There are few AGNs in the simulation and their contribution to the ionization

and heating is small. The simulation yields Thomson scattering optical depth of the CMB,

τe = 0.055, which is consistent with the recent CMB observation (Planck Collaboration VI

2018).

The brightness temperature of the 21-cm line relative to the background radiation field is

given by (see Appendix B.1)

δT obs
b (ν) ∼ 28.5xHI(1 + δρ)

(Ωbh
2

0.02

)( 0.15

Ωmh2
1 + z

10

)1/2(
1− TR

Ts

)
mK, (7.2)

where xHI is the neutral fraction, δρ is the IGM density fluctuation, TR = TCMB is the back-

ground radiation temperature, and Ts is the spin temperature of the 21-cm emission. When the

spin temperature is higher (lower) than the background, the 21-cm line is observed as emission

(absorption). At z < 10, we can assume that it is the same as the kinetic temperature of the

IGM, Ts = Tkin.
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It is crucial to predict the observed signals with various ionization and heating models.

Recent 21-cm observations disfavor models that the IGM is heated only at a very late stage of

the EoR but all the other models survive. Though we only have a single reionization simulation,

we can study another simple model, the saturated heating model, without additional costly

radiation simulation. In this model, we assume that more high-energy photons are emitted in

the early universe than our fiducial model, and thus the IGM temperature is already sufficiently

high, Ts = Tkin ≫ TR, at the redshift of our interest (z ≤ 10). In this case, the 21-cm brightness

temperature only depends on the fluctuations of density and the neutral fraction

δT obs
b ∝ xHI(1 + δρ), (7.3)

The presence of such energetic sources may also affect the ionization state of the IGM, but the

effect is considered to be small (Eide et al. 2018). In the following, we compare the cross-power

spectra with fiducial and saturated heating models.

7.1.2 [Oiii] Line Emission

We examine two kinds of cross-correlation signals: those between the 21-cm intensity maps and

number density maps of the [Oiii] emitters, and those between the 21-cm and [Oiii] intensity

maps. To compute the [Oiii] luminosity, we use Eq.3.21. We ignore the dust extinction

(Aline = 0) and adopt the escape fraction fesc = 0.15. The [Oiii] emitters trace the ionizing

sources. We find that the population of galaxies with L[OIII] ∼ 1041 erg/s contributes the most

to the total number of ionizing photons as well as the total [Oiii] intensity. In our model,

the heating sources reside in the star-forming and massive galaxies, which are also traced by

[Oiii] emitters. The [Oiii] line intensity maps are generated with Eq.2.17. As for the [Oiii]

emitters, we consider the galaxies with L[OIII] > 1042 erg/s. This threshold is comparable to

the expected noise level of CDIM (Cooray et al. 2019). Thus these galaxies can be precisely

detected if we apply our machine learning method to the observed data of CDIM. In the

following, we ignore the contributions from interlopers for simplicity, but we note that the

interloper removal methods we have devised in the previous chapters are crucial to isolate

the high-redshift intensity signals at a particular redshift and to robustly detect the cross-

correlation signals.

In this study, we use the snapshots of the simulation at z = 7, 7.5, 8, 9, and 10. Fig 7.1 and

Fig 7.2 show the distributions of the 21-cm line intensity (colormaps) and [Oiii] emitters (dots)

for the fiducial and saturated heating model, respectively. The red and black dots are the

[Oiii] emitters with L[OIII] > 1042 erg/s and > 1041 erg/s, respectively. In the fiducial model,

at z = 10, the regions closer to the [Oiii] emitters are more heated and show 21-cm emission

(positive signals), while the regions farther from them are still colder than the background

CMB, showing absorption signals. From high redshift to low redshift, the IGM is heated up

and the ionized bubbles around bright [Oiii] emitters expand. In the saturated heating model,

the gas temperature is sufficiently high everywhere even at z = 10, and the 21-cm signals
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Figure 7.1: The distributions of the 21-cm line intensity and [Oiii] emitters at z = 10, 8, 7.5,
and 7. The maps are generated with slices with 1.2h−1 Mpc. The colormaps show the 21-cm
line intensities and the red and black dots are the [Oiii] emitters with L[OIII] > 1042 erg/s and
> 1041 erg/s.
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Figure 7.2: Same as Fig.7.1, but for the saturated heating model.
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Figure 7.3: Top: the cross-power spectrum between the fluctuations of the 21-cm line intensities
and the number densities of the [Oiii] emitters with L[OIII] > 1042 erg/s at z = 10, 9, 8, 7.5, 7.
Bottom: the cross-correlation coefficient.

almost only trace the density fluctuations. The expansion of the ionization bubbles is the same

as in the fiducial model.

7.2 Cross-Power Spectra

We first compute the cross-power spectra between the 21-cm signals and the number density

of the [Oiii] emitters for the fiducial model. The top panel of Fig.7.3 shows the normalized

cross-power spectra

∆2(k) =
k3

2π2
P (k). (7.4)

The cross-correlation coefficients (Eq.6.2) are also shown in the bottom panel. At high red-

shifts, they are positively correlated on large scales (k ∼ 0.1h Mpc−1) because of the positive

correlation between the gas temperature and the distribution of the [Oiii] emitters, and they

are anti-correlated on small scales (k ∼ 2h Mpc−1) because of the anti-correlation between

the neutral fraction and the [Oiii] emitters. At z ≤ 8, the gas temperature fluctuations dissa-

pear and the ionized bubbles expand. Thus the anti-correlations are observed on large scales
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Figure 7.4: Same as the Fig.7.3, but using the [Oiii] line intensity instead of the number density
of [Oiii] emitters to compute the cross-power spectra.

(k ≲ 1h Mpc−1). Such behavior of the cross-correlation signals is consistent with previous

studies (e.g., Lidz et al. 2009).

We also examine the raw [Oiii] LIM data. Fig.7.4 shows the cross-power signals between the

21-cm and [Oiii] intensity maps. We note that the observed cross-power spectrum scales with

the mean [Oiii] intensity as well as that of the 21-cm intensity. Their shapes differ from those

using the number density of [Oiii] emitters. At z = 9 and 10, for example, anti-correlation is

observed at much smaller scales (large k). This is because the [Oiii] intensity is dominated by

galaxies much fainter than 1042 erg/s, which are surrounded by smaller ionized bubbles. We

find that when we use L[OIII] > 1041 erg/s galaxy samples, the cross-power spectra have similar

shapes as those using [Oiii] line intensity.

We then examine the saturated model. Fig. 7.5 shows the cross-power spectrum using the

number density of the [Oiii] emitters for the saturated heating model. In this model, significant

differences from the fiducial model are only observed on large scales and at high redshifts. We

thus compare the evolutions of the cross-power spectrum amplitude at k = 0.1h Mpc−1 in Fig.

7.6. In the saturated heating model (dashed), the positive correlation are still observed at high

redshift, but their amplitudes are smaller than the fiducial model (solid) because the matter

density fluctuations are much smaller than the temperature fluctuations.
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Figure 7.5: Same as the Fig.7.3, but for the saturated heating model.

7.3 Discussions

7.3.1 Small-Scale Signals

As seen in the bottom panels (correlation coefficients) of Fig.7.3 and 7.5, there are transitions

from anti-correlation to no-correlation on small scales. At z = 10, it becomes zero at around

k = 3h cMpc−1(≡ ktr) corresponding to the physical scales r = 2h−1 cMpc in both fiducial

and saturated heating models. We find that such transiting scales ktr correspond to the typical

ionized bubble sizes. Previous studies have found that positive correlations are observed on

small scales (e.g., k > 3h Mpc−1) (e.g., Lidz et al. 2009). Similar trends are also found by a

recent study using a high-resolution cosmological simulation (Kannan et al. 2021).2 Such small-

scale positive correlations are considered to be caused by the correlation between the galaxies

and self-shielded Lyman limit systems (dense gas cloud) that remain neutral. In our simulation,

sub-resolution structures are not assumed while other studies incorporate the clumping factor

C = ρ2/ρ2 > 1 for un-resolved gas clouds (e.g., Kannan et al. 2021), which would produce

dense and neutral regions even within the ionized bubbles. We note that the small-scale IGM

structures at high redshifts are not well known (e.g., Park et al. 2016), which can be studied

2Thus the positive correlations may not be fake signals due to the low resolutions of the previous studies.
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Figure 7.6: The evolution of the large-scale cross-power spectra between 21-cm and number
density of the [Oiii] emitters (top) or [Oiii] intensity (bottom) for the fiducial (solid) and
saturated heating (dashed) models.

with such small-scale cross-power signals once they are detected.

7.3.2 Large-Scale Signals

We find that the large-scale signals have different redshift evolutions depending on the heat-

ing models. From such large-scale signals obtained in future observations, we may be able to

distinguish the reionization and heating models. The two phenomena give opposite contribu-

tions to the cross-correlation signals. When IGM heating is ongoing, large positive correlation

signals are observed. During reionization, negative correlation signals are observed on large

scales. Such different behaviors make it easier for us to determine at which period heating and

reionization proceed. For this reason, the cross-power spectra could be more informative than

the auto-power spectra of the 21-cm signals to distinguish different models. In particular, the

period when the large-scale power turns from positive to negative (”turnover redshift” zto) can

be an important probe. Fig.7.6 infers that the choice of the LSS tracer, i.e., the [Oiii] intensity

maps or number density maps, makes no significant change in zto. We also find that it may
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not significantly change when we adopt 1041 erg/s for the threshold value. Thus the turnover

redshift will serve as a good indicator of the beginng of the reionization and the end of the

heating.

7.3.3 Detectability of the Signals

We evaluate the detectability of the cross-power spectra with future observations. Under the

Gaussian approximation, the variance of the cross-power spectrum between three-dimensional

maps A and B is given by

σ2
A,B(k) =

1

2
(P 2

A,B(k) + σA(k)σB(k)), (7.5)

where

σ2
A(k) = (PA(k) + Pnoise,A(k))

2, (7.6)

is the variance of the auto-power spectrum of A. PA is the auto-power spectrum of A, and

Pnoise,A is the noise power spectrum. The variance of the spherically averaged power spectrum

is computed as

1

σ2
A,B(k)

= Nk

∫
dµ

σ2
A,B(k)

, (7.7)

where µ is the cosine of the angle between the line-of-sight and k, and Nk is the number of

modes within a hemispherical shell of width δk. The number of modes is given by

Nk =
1

2

4πk2δk

(2π)3/Vsurvey
=

k2δkVsurvey

4π2
, (7.8)

where Vsurvey is the survey volume.

The expected noise power spectra of the 21-cm maps obtained from SKA observations are

given by Eq.B.15. When we use the galaxy number density, the noise term is the combination

of the galaxy shot noise and the uncertainty of the redshift (Tegmark 1997)

Pnoise,gal =
1

ngal
exp(k2||σ

2
r ), (7.9)

where ngal is the mean number density of galaxies, k|| = µk is the parallel component of the

wavenumber vector, σr = cσz/H(z), and σz is the uncertainty of the redshift. We adopt

σz = 0.01.3

We consider that SKA and the [Oiii] surveys (e.g., CDIM) have an overlapping survey

region with Vsurv = 106h−3 Mpc3. This corresponds to 1 deg2 with dz = 0.4 at z = 10. Fig.7.7

shows the absolute amplitude of the cross-power spectrum (solid) and the errors obtained in

Eq.7.5 (single-dotted lines). One can see that the large-scale power spectra can be detected

with S/N = 5-20 even at z = 10. We find that the sample variance (P21, Pgal) dominates at
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Figure 7.7: The amplitude of the cross-power spectra and their variance (Eq.7.7) are indicated
by the solid and dashed lines.

large scales and the noise terms (Pnoise,21, Pnoise,gal) dominate at small scales. We have almost

the same S/N of the large-scale power in the saturated heating model.

Fig.7.7 shows a rapid increase of the noise terms at k ≳ 0.5hMpc−1, indicating the difficulty

of detecting small-scale signals. This increase is mainly due to the finite angular resolution of

the 21-cm observations and the spectral resolution of the [Oiii] observation. Fig7.8 shows how

the errors change for different values of redshift uncertainty σz at z = 10. While the steep

increase of the error is mitigated, still the signals on the smallest scales are not detectable.

Detecting such signals is difficult even with the [Oiii] surveys with a higher spectral resolution,

and for that, we need higher resolutions for the 21-cm observations.

7.4 Conclusion

In this chapter, we have investigated how the high-redshift LSSs traced by the emission line

galaxies can be used for studying the cosmic reionization and heating. While there have been

several studies of the cosmic reionization using LIM data of [Cii] (e.g., Dumitru et al. 2019), we

propose to use [Oiii] emissions for the first time. We use the post-processing simulation data

to compute the 21-cm signals and compute the cross-power spectra using the distributions of

the [Oiii] emitters.

We find that the future observations of the 21-cm LIM by SKA and [Oiii] LIM by CDIM-like

3This is comparable to the expected spectral resolution of the CDIM.
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Figure 7.8: The variance of the cross-power spectrum at z = 10 for different redshift uncer-
tainties.

telescope can detect the large-scale cross-power spectra. We note that we do not include the

foreground and the interlopers, and de-confusion methods like what we devised in the previous

chapters could be very important for robustly detecting such signals. The large-scale power

spectra depend on the progress of the IGM heating as well as the reionization. The cross-power

signals may provide more information than the auto-power spectra. In particular, we can use

the positive-to-negative transition redshifts zto as an indicator of the end of the heating and

the beginning of the reionization. Once we detect the signals, we can also study the ionizing

and heating sources in the early universe, including the first galaxies. To properly interpret

the signals obtained in the future, it is crucial to examine various physical models as has been

done in the case of the auto-power spectrum (e.g., Cohen et al. 2017).



Chapter 8

Summary and Outlook

Line intensity mapping (LIM) is an emerging observational technique to probe the three-

dimensional large-scale structure (LSS) of the universe over a large volume efficiently. While

it is a promising method, it suffers from large observational noise and line confusion. Several

methods have been proposed to solve these problems in previous studies, but they mostly aim

at detecting statistical signals.

In this thesis, we have proposed, for the first time, to use machine learning to extract

line intensity maps from contaminated observational data. We have generated mock observa-

tional data assuming future near-infrared LIM observations (e.g., SPHEREx and CDIM) and

demonstrated the performance of our methods.

In Chapter 4, we have trained conditional generative adversarial networks (cGANs) to

extract the emission line signals from the noisy observational data. Our network is able to

extract signals with higher precision than simply extracting the bright pixels from the observed

maps. We find that the reproducibility depends on the choice of the resolution and size of the

training data. When we use a training dataset with a fine resolution, bright point sources are

extracted well. When a dataset with a larger area is used, the distributions of faint extended

signals are properly extracted. Due to the limitation of computational cost, it is necessary to

carefully choose the training data according to one’s purpose.

In Chapter 5, we have constructed cGANs to separate the emission line interlopers from LIM

data at a specific observational wavelength. The networks detect bright peaks of two different

emission signals, Hα from z = 1.3 and [Oiii] from z = 2.0, with 76 and 32 percent precision.

The precision of the peak detection is improved to 0.90 and 0.57 when using multiple networks.

We have investigated how the networks separate different emission signals by visualizing the

convolutional filters. We have found that the networks extract characteristic features of the

LSSs such as bright peaks and filaments. The extracted features may be used by the networks

to distinguish the signals from different redshifts.

In Chapter 6, we have developed cGANs that can be applied to the three-dimensional LIM

data. We have configured a network architecture that provides the machine with physical

information. In particular, we input two observational data cubes in which there are the same

underlying LSSs traced by two different emission lines, Hα and [Oiii]. We have found that

84
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the networks can extract the bright peaks of individual emission lines with 84 and 68 percent

precision. We have also investigated how the networks extract the signals by performing various

analyses and it was suggested that the networks focus on the co-existence of multiple emission

line signals in the spectral direction.

The extracted intensity maps tracing a specific redshift can be used for various studies

in cosmology and astrophysics. As one of such applications of the LIM data, in Chapter 7,

we have examined using the [Oiii] intensity maps to study the cosmic reionization. We have

generated line intensity maps using outputs of cosmological simulations and radiation transfer

conducted by Eide et al. (2018), and computed the cross-correlation signals between the 21-cm

line from the intergalactic medium (IGM) and the [Oiii] emission lines from galaxies at the

epoch of reionization. We have predicted the detectability of the signals and found that the

future observations of the 21-cm intensity maps such as SKA and near-infrared intensity maps

such as CDIM can detect the large-scale signals. Detected large-scale signals can be used to

identify the epoch of reionization and IGM heating. We have found that the redshift where

the large-scale power turns from positive to negative serves as a good indicator of the end of

the heating and the beginning of the reionization. Our signal extraction methods are crucial

for detecting such distant signals.

Future Prospects

One of the directions of future development of our methods is to include more than two emission

lines. Inclusion of subdominant lines is important to extract individual signals more accurately.

The networks that deal with every possible emission line would also allow us to extract faint

but important signals such as the Lyα emissions from the epoch of reionization. In Chapter 6,

we have found that the coexistence of multiple emission lines contributes a good reproducibility

of the signals. Thus including additional emission lines could make the separation easier. If

trained properly, the networks would also be able to remove spatially and spectrally smooth

noise components such as the diffuse Galactic light and Zodiacal light.

Ultimately, we will require machines that can properly distinguish between various cosmo-

logical and astrophysical models so that the extracted data can be used to precisely constrain

the physical models. For this purpose, it is crucial to train the networks with data of a large

volume. This could be achieved by using a number of GPUs with larger memory or by tuning

the architecture of the networks more carefully in the future.

There are several challenges in applying machine learning methods to actual observational

data. One of the most serious problem is that it is often uncertain whether the training data

really represents the observed data. In addition to the line emission model, the validity of

the noise model should also be carefully examined as we have discussed in Section 4.5. We

can tackle these problems with various approaches proposed in recent years. We may be able

to distinguish differences between observational data with different physical models by using

multiple machines trained with different models (e.g., Acquaviva et al. 2020). Methods for

estimating uncertainties of outputs of the machine (e.g., Kendall & Gal 2017) could also be
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important to deal with the actual observational data. Another robust method is to generate

the training data using a part of the actual observational data (e.g., Chen et al. 2018).

Understanding the machine’s strategy is also important. Looking at the convolutional filters

is informative, but it is difficult to understand the functions of all the filters in deep layers.

Symbolic representation approaches (e.g., Cranmer et al. 2020), which reduce the effective

number of features in hidden layers, would help us to perceive how a network separates the

signals. Activation maximization methods (e.g., Mordvintsev et al. 2015), which visualize the

features that maximize the activation in the hidden layers, may also allow us to capture the

important large-scale features of the intensity maps. Such understanding methods would not

only validate the strategy of the machine but also provide some hints about new ways of

analyzing the LSS data.

Our machine learning methods are crucial to fully utilize future LIM observational data.

In the observations of the LSSs, the size of the observable regions will determine the uncer-

tainties of the resulting constraints once sufficient sensitivities are achieved. In this sense, LIM

observations will have an important impact on future precision cosmology. The research in

this thesis will contribute to solving various issues in cosmology and astrophysics, including

the properties of dark energy and dark matter, physics in the early universe, the evolution of

the universe, the formation and evolution of galaxies, and other astronomical phenomena.



Appendix A

Training of the Generative Models

A.1 Loss Functions of GANs

A generative model learns a probability distribution Pr that the training data follows. Some

models directly estimate Pr, while others including VAE and GAN use a parametric function

gθ. Here, we consider the latter model. The parametric function such as a neural network

generates data x from a random input z

Gθ : z ∈ Z → x ∈ Pθ, (A.1)

where Z is the distribution that z follows. The model parameters θ are updated in training

so that the probability distribution function of the output data Pθ(x) gets close to the true

distribution function Pr(x).

There are various ways to measure how close the two probability distributions are. We

consider two of them, the Jensen-Shannon divergence and the Earth-Mover distance, which

vanilla GAN (Goodfellow et al. 2014) and WGAN (Arjovsky et al. 2017) use for optimization,

and discuss the difference between them. Below, X denotes the phase space of the data of

our interest. For two-dimensional images with the number of pixels N ×N , for instance, it is

X = RN×N .

• The Jensen-Shannon (JS) divergence is defined by

JS(Pr, Pg) = KL(Pr||Pm) +KL(Pg||Pm), (A.2)

where Pm is the mixed distribution of the two, Pm = (Pr + Pm)/2, and

KL(P1||P2) =

∫
P1(x) log

(P1(x)

P2(x)

)
dx (A.3)

is the Kullback-Leibler (KL) divergence

• The Earth-Mover (EM) distance is defined by

W (Pr, Pg) = inf
γ∈Π(Pr,Pg)

E(x,y)∼γ [||x− y||], (A.4)
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where Π(Pr, Pg) is the set of all possible joint probability distributions γ(x, y) that are

reduced to Pr(x) and Pg(y) when integrated along the x-/y- axes∫
γ(x, y)dx = Pr(x),

∫
γ(x, y)dy = Pg(y). (A.5)

Ex∼P [∗] represents an operation to compute the average of [∗] over data x generated from

a probability distribution P .

If one wants to optimize a generator based on the JS divergence, one brute-force method

is to generate a sufficiently large amount of data to compute Pg(x) and take the gradient of

Eq.A.2 using it. However, it is not practical to repeat such an enormous operation for each

training step. Another possibility is to approximate Eq.A.2 using a discriminator. The true

data generated from Pr and data generated from Pg are labeled as ”T” and ”F”, respectively.

From Bayes’ theorem, the probability distribution functions are rewritten as

Pr(x) = P ( x | label = T ) =
P (x)P ( label = T | x )

P ( label = T )
, (A.6)

Pg(x) = P ( x | label = F ) =
P (x)P ( label = F | x )

P ( label = F )
, (A.7)

where P (x) = Pr(x)+Pg(x). Here, P ( label = T | x ) and P ( label = F | y ) are the probabilities

that the given data x is true and generated data, respectively. That is, they can be replaced

with a discriminator D

P ( label = T | x ) ∼ D(x), P ( label = F | x ) ∼ 1−D(x) (A.8)

as long as the discriminator is functioning appropriately. When we have the same amount of

true and generated data, i.e., P ( label = T ) = P ( label = F ) = 1/2, then we get

Pr(x)

P (x)
∼ 2D(x),

Pg(x)

P (x)
∼ 2(1−D(x)). (A.9)

Therefore, we can rewrite the JS divergence as

JS(Pr, Pg) =

∫ [
Pr(x) log

( 2Pr(x)

Pr(x) + Pg(x)

)
+ Pg(x) log

( 2Pg(x)

Pr(x) + Pg(x)

)]
dx (A.10)

∼ 2 log 4 +

∫ [
Pr(x) logD(x)− Pg(x) log(1−D(x))

]
dx (A.11)

= 2 log 4 + Ex∼Pr logD(x)− Ez∼Z log(1−D(G(z))). (A.12)

A practical version of this is the loss function defined in Eq.4.22. We now see that the generator

of the vanilla GAN is trained to reduce the JS divergence approximated with the discriminator.

Next, let us think about optimizing the generator using the EM distance. For this, we make

use of the fact that it can be rewritten as (Villani 2008)

W (Pr, Pg) = sup
||f ||L≤1

[
Ex∼Prf(x)− Ex∼Pgf(x)

]
, (A.13)
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where ||f ||L ≤ 1 the 1-Lipschitz condition on a function f : X → R

|f(x1)− f(x2)|
|x1 − x2|

≤ 1. (A.14)

The question is for what function f is the content of the brackets in Eq.A.13 (nearly) equal to

the supremum? It might not be so easy to find such a function, but we can train a function

f = D to work appropriately, just as we train a discriminator D in the case of the vanilla GAN.

When we use a function D that works appropriately, the EM distance is given by

W (Pr, Pg) ∼
[
Ex∼PrD(x)− Ez∼ZD(Gθ(z))

]
, (A.15)

which is equivalent to the loss function of WGAN in Eq.4.26. The function D is called a critic.

So far, we have seen that the generators of the GAN and WGAN are optimized based

on the JS divergence and the EM distance, respectively. We then compare these distance

measures based on Arjovsky et al. (2017). Let us consider a one-dimensional space X = R,

and probability distributions Pr(x) = δ(x) and Pθ = δ(x− θ), where δ is the one-dimensional

Dirac delta function. In this case,

JS(Pr, Pθ) =

{
log 2 (θ ̸= 0),

0 (θ = 0),
(A.16)

W (Pr, Pθ) = |θ|. (A.17)

The JS divergence is not continuous at θ = 0, i.e., when θ → 0, Pθ → log 2 ̸= Pθ=0, and thus it

is not differentiable at θ = 0. This discontinuity makes it impossible for the generator to reach

the optimal parameter θ = 0. Even in more mild situations, the gradient of the JS divergence

with respect to the parameter θ tends to vanish ∇θJS ∼ 0 when the discriminator learns very

quickly. In such a case, the generator gets less information on how to optimize the parameters.

On the other hand, it can be proven that the EM distance is always continuous everywhere in θ

as long as the generator Gθ is continuous in θ (Arjovsky et al. 2017). Therefore, for WGAN, a

clear gradient exists everywhere even after the critic is trained till optimality. This is thought

to contribute to the more stable behavior of the WGAN.

A.2 Choice of Training Models and Datasets

Comparison with the Conventional Loss Function

In our study, we use GANs, in which discriminators are trained so that they distinguish the true

and generated images and the generators are trained through adversarial loss functions. We can

also use a more conventional loss function such as the L1 norm. In the signal extraction task

from noisy LIM maps (Chapter 4), we find that the generator reconstructs maps with almost no

signal when it is optimized only with the L1 loss function between the true and reconstructed

maps (Eq.4.24). We also examine it in the signal separation task (Chapter 5). Fig.A.1 shows

the result. The result is better than what we observed in the first test because the images are
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Figure A.1: The result of the signal separation (Chapter 5) trained with L1 norm. Top: the
observed (Hα + [Oiii]), true Hα, and true [Oiii] line intensity maps. Bottom: the reconstructed
Hα (middle) and [Oiii] (right) maps and the sum of them (left).

smoothed beforehand, the reconstructed [Oiii] map is blurry and the reproducibility of the Hα

map is also degraded.

Such a blurring effect is known to be observed when using the VAEs as well and can be

explained as follows.1 Let us consider a simple example, where the generator is trained to

reconstruct one-dimensional data with five pixels (Fig.A.2). We assume that the true LIM

signals are sparse, i.e., most of the pixels have very small values and only a few pixels have

bright signals (red lines). In the left panel, the generator learns to have a single bright pixel

but mispredicts its location by only one pixel. while in the right panel, it distributes the signals

uniformly across all pixels. The L1 norm is smaller for the right panel than the left. Therefore

the generator would be optimized to take the strategy on the right panel unless it finds a way

to perfectly predict the location of the bright pixel. In our signals extraction task, it is more

important to detect individual peaks and to reproduce the overall statistics such as power

spectra and PDFs. We thus use GANs with the L1 norm in our study.

1The effect is greater when the mean squared error (L2 norm, Eq.4.7) is adopted as a loss function (Isola
et al. 2016).
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Figure A.2: Two different strategies of the generator for the reconstruction task of the one-
dimensional data with five pixels. In the left, it predicts one bright signal but fails to reconstruct
its location, while in the right, it predicts uniform density distribution with an expected mean
value (1/5). They achieve LL1 = 2 (left) and 8/5 (right), respectively.

Hyperparameters

The coefficient of the L1 norm λ should be determined together with the normalization factor of

the images Inorm. We adopt the tanh activation function at the output layer of the generators,

so pixel values of the output images are restricted to [-1, 1]. We adopt a value for Inorm that

is barely larger than the largest pixel value in the training data. The L1 norm is considered

to speed up learning in the early stages of training. We test several values of λ and find that

too large λ results in blurry images. In the tasks of Chapters 5 and 6, the choice of λ does not

change the final results a lot. In the tasks of Chapter 4, the results vary depending on the λ,

but the variance is about the same as the variance obtained by bagging. Thus the variation is

considered to be due to the randomness of the training process rather than the choice of λ.

We then examine how the result changes depending on the number of training data, batch

size, and epoch. Fig.A.3 shows the evolution of the mean squared errors of the validation data

in the task of Chapter 5 for several sets of hyperparameters. We stop some of the training

(adopt small epochs) when no further change is expected. The number of training data is

changed by the number of realizations nrea as n = 100nrea. We find that the final error does

not depend on the choice of this number (see the green and orange lines, where we adopt the

same values for other parameters). When the batch size is 1 (purple and red lines), the final

error is worse than the other cases. The batch normalization with batch size 1 is known as

instance normalization. It is known that the outputs tend to be independent of the contrast of

the inputs when we adopt instance normalization (Ulyanov et al. 2016). The worse results for

batch size 1 could be due to such a nature.2 For the batch sizes > 1, the initial learning speed

2We perform the batch normalization for the validation using the moving mean and variance calculated
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Figure A.3: The evolution of the mean squared error of the validation data for several sets of
hyperparameters: the total number of training data n, batch size, and epoch.

becomes faster for larger sizes, but we get similar final errors. Such a result for a fixed learning

rate is consistent with the previous more detailed study of the hyperparameters (Smith 2018).

We also find that the error converges well when the epoch is about twice the batch size.

Pre-processing

In Chapter 5, we preprocess the images with Gaussian smoothing. Fig.A.4 shows the result

without training. We find that the positions of clusters and filaments are reconstructed to the

same extent as with smoothing, but the pixel-by-pixel reproducibility is reduced. Positions

of the bright pixels in the [Oiii] maps are reconstructed almost randomly within each cluster

region. This may be because the generator mainly focuses on the LSS to separate the individual

signals.

during the training, but the effect of the instance normalization could still affect the training process.



A.2 Choice of Training Models and Datasets 93

Figure A.4: The result of signal separation (Chapter 5) without smoothing.



Appendix B

21-cm Line from Intergalactic
Medium

B.1 Brightness Temperature

The 21-cm line is radiated by the transition between the parallel (state 1) and antiparallel

(state 0) states of the spin of the neutral hydrogen nucleus and electrons. It has an energy

E10 = 5.9 × 10−6 eV corresponding to the rest-frame frequency ν0 = 1.42 GHz and the rest-

frame wavelength λ0 = 21.1 cm. The 21-cm line is observed as emission or absorption against

the background radiation field. We consider the CMB as the background in general. At the

observed frequency of the 21-cm line, the CMB obeys the Rayleigh-Jeans law, and the intensity

Iν is conventionally represented by the brightness temperature

T =
c2Iν
2kBν2

. (B.1)

The spontaneous transition probability from state 1 to 0 (Einstein A coefficient) is as small as

(Wild 1952)

A10 = 2.85× 10−15 s−1. (B.2)

The emissivity of the 21-cm line is determined by the ratio between the number densities of

atoms in the two hyperfine states. The spin temperature Ts is defined by

n1

n0
=

g1
g0

exp
(
− hν0

kBTs

)
= 3 exp

(
− T∗

Ts

)
, (B.3)

where T∗ = hν0/kB = 0068 K is the excitation temperature.

The spin temperature is determined by three processes: the absorption of CMB photons,

collisions with hydrogen atoms and electrons, and Lyα coupling (Wouthuysen-Field process;

Field 1958; Wouthuysen 1952). In the equilibrium state,

n1(C10 + P10 +A10 +B10ICMB) = n0(C01 + P01 +B01ICMB), (B.4)
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where Cij is the (de-)excitation rate via collisions, Pij is the (de-)excitation rate via the

Wouthuysen-Field process, Bij is the Einstein B coefficient, and ICMB is the CMB intensity. In

the Rayleigh-Jeans limit, this equation is reduced to (Wild 1952)

T−1
s =

T−1
CMB + xcT

−1
kin + xαT

−1
c

1 + xc + xα
, (B.5)

where Tkin is the kinetic temperature of the gas, Tc is the color temperature of UV light defined

by P01/P10 = g1/g0 exp(−T∗/Tc), and xc and xα are the coupling constants. After decoupling,

the photon cools down as Tγ ∝ (1+z) by adiabatic expansion. The gas temperature also remains

at the same temperature as the photon until z ∼ 100 because the small amount of remaining

ionized component exchanges energy with the photon through Compton scattering. As the

universe expands, photons and baryons eventually decouple and the gas temperature drops as

Tgas ∝ (1 + z)2. At this moment, the collision term dominates, resulting in Ts ∼ Tkin < TCMB,

but it gets inefficient as the expansion proceeds further. After the formation of the first galaxies,

Lyα coupling becomes dominant. As the Lyα photons exchange energy with the gas via the

recoil of the hydrogen atoms, the Lyα spectrum is thermalized, and we have Ts ∼ Tc ∼ Tkin.

The IGM is then warmed by high-energy photons from the galaxy, and the spin temperature

increases as well. At z < 10, we can assume that the Lyα coupling is sufficiently effective, so

we can assume Ts = Tkin.

Now, consider the case where the background radiation with brightness TR passes through

a uniform cloud with a number density of neutral hydrogen nHI and spin temperature Ts at

redshift z. The cloud absorbs some of the photons with ν = ν0 and re-radiates them. The

radiation transfer equation is

Tb(ν) = Ts(1− e−τν ) + TR(ν)e
−τν , (B.6)

where τν is the optical depth. It is given by the integral of the absorption coefficient (e.g. Field

1958; Furlanetto et al. 2006)

τν =

∫
(1− e−T∗/Ts)σ(ν)n0 ds, (B.7)

where

σ(ν) =
3c2A10

8πν2
ϕ(ν) (B.8)

is the cross-section, and ϕ(ν) is the line shape. If we only consider the line broadening due to

the bulk motion, we get

ϕ(ν)ds ∼ c/ν

(1 + z)(dv||/dr||)
δ(ν − ν0)dν, (B.9)

where dv||/dr|| is the velocity gradient of the cloud along the travel direction of the photon,

and δ is the one-dimensional Dirac delta function. In general, the spin temperature is much

larger than T∗, and we have n0 ∼ nHI/4 from Eq. B.3. The optical depth is then written as

τν =
3c2hA10nHI

32πν20kBTs(1 + z)(dv||/dr||)
. (B.10)
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In the following, we consider that only the Hubble expansion contributes to the line-of-sight

velocity v|| and replace the gradient term (1 + z)(dv||/dr||) with the Hubble constant H(z),

which is given by

H(z) = H0

√
(1 + z)3Ωm (B.11)

in the matter-dominated era.

When τν ≪ 1, the brightness temperature measured with respect to the background is

given by

δT obs
b (ν) ≡

T obs
b (ν)− TR

1 + z
=

Ts − TR

1 + z
(1− e−τν )

∼ Ts − TR

1 + z
τν . (B.12)

Here, we define the hydrogen neutral fraction xHI as

nHI = xHInH, (B.13)

where nH is the number density of the hydrogen atoms. The mean number density of the

hydrogen atoms in the primordial IGM1 at redshift z is given by

nH ∼ ρb
1.3mH

∼ 8.6× 10−6Ωbh
2(1 + z)3 cm−3. (B.14)

Therefore the brightness temperature is given by Eq.7.2.

B.2 Noise Power Spectrum

In 21-cm observations using the interferometer, the noise in the power spectrum is given by

(McQuinn et al. 2006)

Pnoise,21 =
T 2
sys

Btint

D2∆D

n(k⊥)

( λ2

Ae

)2
, (B.15)

where k⊥ = (1 − µ2)1/2k is the component of the wavenumber vector perpendicular to the

line-of-sight direction, tint is the observational time, Tsys is the system temperature, D is the

comoving distance to observation target, ∆D is the comoving depth of the survey volume, B

is the corresponding survey bandpass, n(k⊥) is the number density of baselines that observes

k⊥ mode, λ = 21(1 + z) cm is the observed wavelength, and Ae is the effective area of the

telescope. ∆D and B are related as

∆D = 1.7
( B

0.1MHz

)(1 + z

10

)1/2(Ωmh
2

0.15

)−1/2
. (B.16)

1We ignore heavy elements.
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We consider SKA observation with tint = 1000 hours. We adopt Tsys = 280[(1+z)/7.5]2.3 K

and ae = 462(1 + z)2/(1 + 8)2 following Kubota et al. (2018). For n(k⊥), we adopt a simple

decreasing function

n(k⊥) ∝

{
r−2 (20 m < r < 1000 m)

0 (otherwise)
(B.17)

with 670 antenna tiles in total.
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M., Bounmy, J., Bourrion, O., Bres, G., De Breuck, C., Calvo, M., Cao, Y., Catalano,
A., Désert, F. X., Durán, C. A., Fasano, A., Fenouillet, T., Garcia, J., Garde, G., Goupy,
J., Groppi, C., Hoarau, C., Lagache, G., Lambert, J. C., Leggeri, J. P., Levy-Bertrand,
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Doré, O., Werner, M. W., Ashby, M. L. N., Bleem, L. E., Bock, J., Burt, J., Capak, P.,
Chang, T.-C., Chaves-Montero, J., Chen, C. H., Civano, F., Cleeves, I. I., Cooray, A., Crill,
B., Crossfield, I. J. M., Cushing, M., de la Torre, S., DiMatteo, T., Dvory, N., Dvorkin,
C., Espaillat, C., Ferraro, S., Finkbeiner, D., Greene, J., Hewitt, J., Hogg, D. W., Huffen-
berger, K., Jun, H.-S., Ilbert, O., Jeong, W.-S., Johnson, J., Kim, M., Kirkpatrick, J. D.,
Kowalski, T., Korngut, P., Li, J., Lisse, C. M., MacGregor, M., Mamajek, E. E., Mauskopf,
P., Melnick, G., Ménard, B., Neyrinck, M., Öberg, K., Pisani, A., Rocca, J., Salvato, M.,
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S., Knapp, G. R., Lin, H., Loh, Y.-S., Lupton, R. H., Margon, B., McKay, T. A., Meiksin,
A., Munn, J. A., Pope, A., Richmond, M. W., Schlegel, D., Schneider, D. P., Shimasaku,
K., Stoughton, C., Strauss, M. A., SubbaRao, M., Szalay, A. S., Szapudi, I., Tucker, D. L.,
Yanny, B., and York, D. G., Detection of the Baryon Acoustic Peak in the Large-Scale
Correlation Function of SDSS Luminous Red Galaxies, Nov. 2005, ApJ, 633, 560

Eldridge, J. J. and Stanway, E. R., The effect of stellar evolution uncertainties on the rest-
frame ultraviolet stellar lines of C IV and He II in high-redshift Lyman-break galaxies, Jan.
2012, MNRAS, 419, 479

Ellis, R. S., Colless, M., Broadhurst, T., Heyl, J., and Glazebrook, K., Autofib Redshift Survey
- I. Evolution of the galaxy luminosity function, May. 1996, MNRAS, 280, 235

Erhan, D., Bengio, Y., Courville, A., and Vincent, P., Visualizing Higher-Layer Features of a
Deep Network, 01. 2009, Technical Report, Univeristé de Montréal
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Pandey-Pommier, M., Pandey, V. N., Pizzo, R., Polatidis, A., Rafferty, D., Rawlings, S.,
Reich, W., de Reijer, J. P., Reitsma, J., Renting, G. A., Riemers, P., Rol, E., Romein,



118 BIBLIOGRAPHY

J. W., Roosjen, J., Ruiter, M., Scaife, A., van der Schaaf, K., Scheers, B., Schellart, P.,
Schoenmakers, A., Schoonderbeek, G., Serylak, M., Shulevski, A., Sluman, J., Smirnov, O.,
Sobey, C., Spreeuw, H., Steinmetz, M., Sterks, C. G. M., Stiepel, H. J., Stuurwold, K.,
Tagger, M., Tang, Y., Tasse, C., Thomas, I., Thoudam, S., Toribio, M. C., van der Tol, B.,
Usov, O., van Veelen, M., van der Veen, A. J., ter Veen, S., Verbiest, J. P. W., Vermeulen, R.,
Vermaas, N., Vocks, C., Vogt, C., de Vos, M., van der Wal, E., van Weeren, R., Weggemans,
H., Weltevrede, P., White, S., Wijnholds, S. J., Wilhelmsson, T., Wucknitz, O., Yatawatta,
S., Zarka, P., Zensus, A., and van Zwieten, J., LOFAR: The LOw-Frequency ARray, Aug.
2013, A&A, 556, A2

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, L., and
Polosukhin, I., Attention Is All You Need, Jun. 2017, arXiv e-prints, arXiv:1706.03762

Vieira, J., Aguirre, J., Bradford, C. M., Filippini, J., Groppi, C., Marrone, D., Bethermin, M.,
Chang, T.-C., Devlin, M., Dore, O., Fu, J. F., Hailey Dunsheath, S., Holder, G., Keating, G.,
Keenan, R., Kovetz, E., Lagache, G., Mauskopf, P., Narayanan, D., Popping, G., Shirokoff,
E., Somerville, R., Trumper, I., Uzgil, B., and Zmuidzinas, J., The Terahertz Intensity
Mapper (TIM): a Next-Generation Experiment for Galaxy Evolution Studies, Sep. 2020,
arXiv e-prints, arXiv:2009.14340

Villaescusa-Navarro, F., Bull, P., and Viel, M., Weighing Neutrinos with Cosmic Neutral Hy-
drogen, Dec. 2015, ApJ, 814, 146

Villani, C. 2008, Optimal transport – Old and new, Vol. 338, xxii+973

Villanueva-Domingo, P. and Villaescusa-Navarro, F., Removing Astrophysics in 21 cm Maps
with Neural Networks, Jan. 2021, ApJ, 907, 44

Visbal, E., Haiman, Z., and Bryan, G. L., Looking for Population III stars with He II line
intensity mapping, Jul. 2015, MNRAS, 450, 2506

Vogelsberger, M., Genel, S., Springel, V., Torrey, P., Sijacki, D., Xu, D., Snyder, G., Nelson,
D., and Hernquist, L., Introducing the Illustris Project: simulating the coevolution of dark
and visible matter in the Universe, Oct. 2014, MNRAS, 444, 1518
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