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ABSTRACT

Galaxies contain a large amount of gas in the form of molecules. The molecules shape gaseous clumps

called molecular clouds. They are the parental bodies of stars, and star formation is initiated by the

gravitational collapse of the clouds. A protostar forms in the collapsing core, and, at the same time,

a gaseous disk surrounds the star. The circumstellar disk is composed of gas and a small amount

of solid particles (dust) and is the birthplace of planets, and thus it is named a protoplanetary disk

(PPD). The PPD coevolves with the central star and eventually disperses. A young stellar system

is left behind as a remnant.

Recent observations have revealed that planets commonly exist around solar-type stars, but many

of them have different characters from those of our Solar System’s planets. Although the origin

of the variety is not yet clear, it can be attributed to some environmental factors that affect the

formation and evolutionary processes of stellar systems. In fact, the occurrence of Jupiter-like planets

(Jovian planets) is observationally known to decrease with the host star mass and with the host star

metallicity, i.e. the amount of heavy elements. Similarly, the observations of the outer Galaxy,

where metallicity is low, have proposed a short dispersal time of PPDs. The origins of these trends

are also poorly understood, but it explicitly shows that the formation and evolutionary processes

of stellar systems are affected by their forming environments. Studying the processes occurring in

diverse environments is a necessary step to understand the origins of such varieties and trends, and,

ultimately, to construct a universal picture of stellar system formation and evolution.

In this thesis, our main interest is in star and planet formation/evolution in various metallicity

environments. Metallicity is one of the important quantities that has the potential to characterize

the location of star-forming regions and the period of star-forming activities. For instance, metal-

licity decreases as going further from the galactic center in the Milky Way, and more importantly,

metallicity is increased as a whole, as galaxies evolve from their primordial states. Hence, consid-

ering metallicity variation can give essential implications to study the formation and evolution of

stellar systems since the birth of galaxies. This is, in turn, indispensable to study the evolution of

galaxies, which are an important constituent of the universe.

To this end, in this thesis, we investigate the dispersal processes of PPDs and molecular clouds in

star-forming regions with a wide variety of metallicity. PPDs are irradiated by the central stars with

their intense ultraviolet (UV) and X-ray radiation. It heats disk surfaces and drives evaporative flows.

The dispersal process is termed as photoevaporation and can disperse PPDs within a few million

years, which is consistent with the observationally-estimated dispersal time. The disk lifetime limits

the available time to form planets, especially for Jovian planets, within PPDs, and is a significantly

relevant quantity to determine initial configurations of primordial planetary systems. Hence, the

disk lifetime is a particularly important parameter in the context of planet formation. We investigate

photoevaporation of PPDs with various metallicities to estimate their lifetimes and to derive, if any,

their metallicity dependence. Similarly, in star-forming regions around massive stars, the star’s

intense radiation drives photoevaporation from the surfaces of molecular clouds and reduces the

cloud mass. This negatively affects star formation around massive stars. On the other hand, the



intense radiation is known to drive a strong shock in the interior of clouds. The central density

of the clouds is increased to strengthen self-gravity. This process positively affects star formation

in star-forming regions nearby massive stars. Whether positive or negative, these processes due to

the existence of nearby massive stars contribute to set the efficiency of star formation in the star-

forming regions. These processes may be particularly important in high-redshift galaxies and the

early time of the Milky Way, where massive stars are considered to be preferentially formed. We

study photoevaporation of molecular clouds with various metallicities to discuss the influences of

massive stars on the efficiency of star formation.

First, we perform radiation hydrodynamics simulations of photoevaporating PPDs irradiated by

far-UV (FUV; 6 eV ≲ hν ≤ 13.6 eV) and extreme-UV (EUV; hν > 13.6 eV) from the central

young star. We solve nonequilibrium chemistry in a self-consistent manner. Dust temperatures are

also self-consistently determined by solving radiation transfer for stellar irradiation and dust (re-

)emission. We vary the disk metallicity Z in a wide range of 10−4 Z⊙ ≤ Z ≤ 10Z⊙. We find that

FUV photoelectric heating drives dense, neutral photoevaporative flows, and the FUV heating and

dust-gas collisional cooling regulate the resulting mass-loss rates. The FUV-driven neutral flows

yield a mass-loss rate of the order of ∼ 10−8 M⊙ yr−1 at solar metallicity. The mass-loss rate

increases as metallicity decreases for 10−1 Z⊙ ≲ Z ≲ 10Z⊙, because the amount of dust, which is

the main absorber of FUV, is reduced. For 10−2 Z⊙ ≲ Z ≲ 10−1 Z⊙, dust-gas collisional cooling

becomes efficient compared to FUV heating. This suppresses the FUV-driven photoevaporation,

and the resulting mass-loss rates decrease with decreasing metallicity. In the low-metallicity extent

of 10−4 Z⊙ ≲ Z ≲ 10−2 Z⊙, EUV-driven ionized flows dominantly contribute to the mass loss.

Since the main absorber of EUV is hydrogen, the photoevaporation rates are roughly constant with

∼ 10−9 M⊙ yr−1. The metallicity dependence of the estimated lifetimes is consistent with those of

the observational lifetimes. It directly shows that FUV photoevaporation can be a cause for the

observational trend in PPD lifetimes.

Next, we incorporate X-ray (0.1 keV ≲ hν ≲ 10 keV) effects into our simulations of photoevapo-

rating PPDs and study the influences of X-ray on photoevaporation and lifetimes. The effectiveness

of X-ray on photoevaporation has remained a matter of debate, and for the first time, we directly

examine it with radiation hydrodynamics simulations with taking into account the spectral energy

distribution of X-ray irradiation. The disk metallicity is varied again to investigate the metallicity

dependence of photoevaporation caused by both UV and X-ray. Our results show that X-ray heating

is not efficient to drive the dense, neutral photoevaporative flows as FUV, but X-ray ionization can

strengthen FUV heating by ionizing the neutral regions of PPDs. The metallicity dependence of

photoevaporation rates is again largely regulated by FUV heating and dust-gas collisional cooling,

and thus the trend is similar to that in the case of UV photoevaporation. However, the strength-

ening effect of X-ray boosts the photoevaporation rates in 10−2.5 Z⊙ ≲ Z ≲ 10−2 Z⊙, where FUV

hardly drives the neutral photoevaporative flows without the X-ray effect. The resulting photoe-

vaporation rates are of the order of 10−8–10−7 M⊙ yr−1 and decreases with decreasing metallicity.

At Z ≲ 10−3 Z⊙, the neutral photoevaporative flows are hardly driven, and the resulting mass-loss

rates are mainly contributed from the EUV-driven flows. The mass-loss rates are roughly constant

without FUV heating, because the metallicity-independent EUV-driven flows set the mass-loss rates

in this case. The estimated lifetimes are even more consistent with the observations when the X-ray

effects are taken into account in the UV photoevaporation model. Although X-ray photoevaporation

has been suggested as a key mechanism to explain the metallicity dependence of the observational

lifetimes in a few previous studies that employ a simplified method, our direct comparison based on

the self-consistent radiation hydrodynamics simulations indicate that X-ray is ineffective to drive a



strong photoevaporation or to directly cause a metallicity-dependent trend in the lifetimes.

Finally, we investigate the evolution of low-mass molecular clouds in star-forming regions with a

wide variety of metallicities. We consider molecular cloud cores with 10−3 Z⊙ ≤ Z ≤ 1Z⊙ exposed to

UV field of nearby massive stars in order to derive their lifetimes and discuss star formation efficiency

around the massive stars. We perform 3D radiation hydrodynamics simulations, including relevant

thermochemical reactions. Again, we simultaneously solve hydrodynamics, radiative transfer, and

nonequilibrium chemistry in a self-consistent manner. In our simulations, we observe a strong shock

driven by the intense EUV irradiation in the interior of the cores with Z ≳ 10−1 Z⊙. The shock and

hot ambient gas compress the cores to form a cometary structure. The cores survive for ∼ 105 yr.

Low-metallicity cores (Z ≲ 10−2 Z⊙) lack coolants inside, and hence keep high temperatures after

compression by the shock. The cores are short-lived and have lifetimes of the order of 104 yr.

We find that the free fall time, which is an important measure to quantify the collapsing time of

cores to form stars, is sufficiently shortened in the higher-metallicity cores to initiate gravitational

collapse before completely dispersed. We also study photoevaporation of molecular cloud cores

in photodissociation regions (PDRs), where EUV photons are hardly present. It is shown that

FUV heating also compresses cores and form a cometary structure for Z ≳ 1Z⊙, but the cores

with Z ≲ 10−0.5 Z⊙ expand rather than shrinking. This makes the free fall time longer and thus

suppresses star formation. We conclude that in metal-rich star-forming regions with Z ≳ 10−1 Z⊙,

the effects of the intense EUV radiation from massive stars can promote star formation, and if

metallicity is sufficiently high (Z ≳ 1Z⊙), the gravitational collapse can be also initiated in the

PDRs; otherwise, star formation is significantly suppressed or delayed by the effects of FUV and

EUV radiation from massive stars. In metal-poor environments (Z ≲ 10−2 Z⊙), UV radiation of

massive stars generally have effects to suppress or to delay star formation.

Our results suggest that in the local, present-day star-forming regions (Z ≳ 0.1Z⊙), star forma-

tion is likely to be promoted around massive stars, and in the resulting young stellar systems, gas

giant planets may efficiently form as metallicity increases. On the other hand, in low-metallicity en-

vironments (Z ≲ 0.01Z⊙) like protogalaxies, star formation can be significantly suppressed around

massive stars. PPDs, if present, have longer lifetimes as metallicity decreases. Planets have a long

time to grow and to evolve dynamically through the interaction with the parental disks. The wind

profiles and the estimated lifetimes of the low-metallicity PPDs are still expected to be applicable

to “evolved” disks, where dust grains have grown to larger bodies and settled to the midplane, and

locally realize a low-metallicity environment. Future observations with next-generation telescopes

would make a direct comparison possible. In this thesis, we focus on the dispersal processes of low-

mass objects. In practice, these bodies have mass spectra. The dispersal processes of high- or even

lower-mass molecular clouds and PPDs might have different evolutionary characters. In addition,

the luminosities of the radiation sources would be more or less dependent on both the stellar mass

and metallicity. In future works, we incorporate these effects to study the evolutionary processes.

The results, including those in this thesis, can be broadly applied to many other fields, such as future

planet-searching missions and theoretical studies of galaxy formation.
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Chapter 1

Introduction

The big bang model describes that the universe has been in a hot, dense state at an early time.

As the universe expands, it cools, and several light elements such as hydrogen, deuterium, helium,

and lithium are produced from protons and neutrons, which have not yet formed elements, through

nuclear reactions (so-called primordial nucleosynthesis). The light elements form the first stars, and

other heavy elements, or metals, are produced inside them via nuclear fusion. When the stars die, the

heavy elements are scattered into space by the explosion. These materials are then used to form next-

generation stars. There, nuclear fusion takes place to produce metals again. The stars assemble to

shape galaxies, enriching their environments with metals by repeating the processes. This generally

increases the amount of metals in the universe and metallicity of stars, as the universe evolves.

The production of the metals is indispensable to build planets, especially for terrestrial planets like

Earth. Metallicity is thus a key quantity that associates the formation of stars and planets, which

are the constituents of galaxies, with the evolution of the universe. It is clearly an essential step to

study formation/evolution of stars and planets in various metallicity environments to understand

the evolutionary history of galaxies and the universe from their births, and the origins of our galaxy

and solar system.

In the present thesis, we discuss the formation and evolutionary stages of star-planet systems in

physically different environments, supposing star-forming regions in the inner/outer regions of the

Milky Way and molecular complexes in distant galaxies. Particularly, our main interest is in the

dispersal processes of young stellar systems with a wide variety of metallicities, as we will see in the

following chapters.

1.1 Molecular Clouds in Galaxies

A galaxy is a self-gravitating body composed of stellar objects, interstellar medium (ISM), and dark

matter. Dark matter is responsible for the majority of the total mass (∼ 90%), and the rest mass

belongs to the other objects. A galaxy contains about 107–1014 stars, and the interspace between the

stars is filled with ISM. These components rotate around the galactic center, forming a geometrically

thin disk with the typical diameter of 1–100 kpc.

ISM is the birthplace of stars and consists of gas and small solid particles called dust. A dense

region of ISM is referred to as an interstellar cloud. Hydrogen is the most dominant element of

ISM and is present in chemically different forms: atomic hydrogen H I, molecular hydrogen H2, and

ionized hydrogen H II. In the Milky Way, H I exists in rarefied gas as well as distinct clouds in

ISM and has the largest total mass among the chemical species. Molecular hydrogen H2 is found

throughout our galaxy and are known to concentrate on the galactic plane more than H I. Ionized

hydrogen H II is relatively small in the total mass compared to H2 or H I in the Milky Way and is



Chapter 1 Introduction 2

often found around massive OB stars. The Lyman continuum photons (LyC;hν > 13.6 eV) from such

stars ionize surrounding H I, and an H II region consequently forms with a typical radius of several

parsecs. Recombinations between ions and electrons followed by level transitions produce a number

of lines at, for instance, the optical wavelengths (e.g., Balmer lines) and centimeter wavelengths

followed by transitions between high levels. These lines are used as a tracer of massive stars.

Most of the gas in the Milky Way is in distinct agglomerations called H I clouds. The clouds

typically have hydrogen nuclei number density nH of 10–102 cm−3, the radius of ∼ 1–102 pc, and a

temperature of ∼ 102 K. Similarly, most of the H2 molecules exist in discrete clouds known as molec-

ular clouds. The physical properties of the clouds such as the size, morphology, optical thickness,

density, temperature, and total mass are different one by one, but they are often categorized into

several kinds: diffuse clouds, dark clouds, giant molecular clouds, molecular cloud clumps, molec-

ular cloud cores, and globules. Note that the categorization of molecular clouds is not completely

distinct. There can exist a molecular cloud that is sorted into two of the kinds according to, for

instance, its size.

Diffuse molecular clouds account for only a small portion of ISM. They are relatively optically

thin molecular clouds with the typical visual extinction of AV ≃ 1. This allows much of the lights

from background stars to penetrate the clouds and to be observed with absorption lines. The clouds

have typical masses of tens of solar masses and the typical size of a few parsecs, and the structure

of the clouds are maintained by the confining pressure due to a surrounding warm and rarefied gas.

Star formation is never seen in these clouds. The ζ Ophiuchi cloud is an example of diffuse clouds.

Dark clouds are originally defined as invisible clouds in optical wavelengths, but at present, they

are instead defined as the nearby clouds with the typical mass of ≲ 104M⊙ where massive star

formation does not take place. The clouds have a large AV of the order of 10 and hence show

a significant absorption of optical photons. The Taurus-Auriga molecular cloud is one of such

molecular clouds. There, hundreds of low-mass stars are newly forming.

Molecular clouds of the larger-mass counterpart (≳ 104M⊙) are referred to as giant molecular

clouds (GMCs). GMCs are the largest self-gravitating bodies in galaxies and have the typical size,

density, and mass of ∼ 50 pc, ∼ 105–106M⊙, and nH ∼ 102 cm−3, respectively. The mass even

reaches ∼ 107M⊙ at the highest in the central molecular region of the Milky Way (Oka et al. 2001).

Most of the molecular ISM are contained in GMCs (e.g., Blitz 1993, Williams et al. 2000). It has been

revealed through molecular line surveys at millimeter and submillimeter that GMCs have clumpy

and inhomogeneous substructures with broad ranges of size (∼ 0.1–10 pc) and mass (∼ 1–103M⊙)

(Bally et al. 1987, Bertoldi and McKee 1992, Blitz 1993, Evans 1999, Williams et al. 2000, Muñoz

et al. 2007). The structured clouds are called molecular cloud clumps, and have a higher density

(several times of nH ∼ 102 cm−3) than the average density of the surrounding medium. Some of

the most massive clumps are sites of star and planet formation; young stellar systems form with

materials contained in the cores inside the clumps. Further, molecular cloud clumps often contain

even higher-density regions (nH ∼ 105 cm−3) called molecular cloud cores. The typical core density

is higher than the average clump density by about an order or two orders of magnitude. Formation

of individual stellar systems is associated with a molecular core. Note that in GMCs massive OB

stars form in several massive clumps, whereas only low-mass stars (M∗ ≲ M⊙) form in dark clouds.

The massive stars ionize the interclump medium, and thus H II regions are often found in GMCs.

The region where molecular clouds, young clusters, and H II regions are mixed is referred to as a

molecular cloud complex.

Globules are small, isolated molecular clouds with a typical mass of ∼ 1M⊙. Massive globules

(∼ 101–102M⊙) is referred to as Bok globules (Bok and Reilly 1947). Stars also form in these
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globules.

In this thesis, our focus is on the formation and evolutionary processes of young stellar systems

that are supposed to occur in star-forming molecular clouds: namely, GMCs and dark clouds.

1.2 Overview of Stellar System Formation and Evolution

Stellar system formation begins with gravitational contraction of molecular cloud cores in a molecular

cloud clump (Figure 1.1 (b)). Star “seeds” form there, while surrounding medium accretes to feed

the seeds. The star seed gains mass and grows as the contraction proceeds (see also Section 1.4 for a

detailed description of protostar formation). A geometrically thin Keplerian disk forms around the

protostar as a natural consequence of angular momentum transfer (Figure 1.1 (c)). The disk is the

birthplace of planets and thus is named a protoplanetary disk (PPD). In this earlier stage of stellar

system formation, the envelope surrounds the young star-disk system. The envelope continuously

falls onto the disk, and the disk, in turn, accretes to the star. The star gains mass through this

accretion process.

The envelope finally disappears by the mass loss due to the accretion and/or dispersal by winds

(Figure 1.1 (d)). The disappearance of the envelope makes the central star optically visible. The

central star in this stage is referred to as a pre-main-sequence (PMS) star. PMS stars radiate

photons with releasing its gravitational energy through the quasi-static contraction. The starlight

is absorbed and scattered by circumstellar gas and dust. This significantly affects the structure and

evolution of a PPD dynamically, thermally, and chemically. In the interior of a PPD, protoplanets

are formed out of the gas and dust grains contained in the disk. Protoplanets grow to planets, while

the disk loses the mass owing to disk winds and accretion.

After the disk dispersal, a planetary system and/or a debris disk may be left as a remnant of a

PPD (Figure 1.1 (e)). The central PMS star becomes a zero-age main-sequence star (ZAMS) when

the central density becomes high enough to burn hydrogen nuclei. At this point, the stellar system

is composed of a main-sequence star and a planetary system as the solar system.

The timescale with which a protostar evolves to a main-sequence star is an important parameter

to quantify a characteristic time of stellar system evolution. The gravitational energy of the star is

radiated away during the quasi-static contraction. Thus,

d

dt

GM∗

R∗
≃ L∗

d

dt
lnR∗ ≃ −t−1

KH (1.1)

where G is the gravitational constant, M∗, R∗, and L∗ are stellar mass, radius, and luminosity,

respectively. The right-hand-side of Eq.(1.1) is the inverse of the Kelvin-Helmholtz (KH) time

tKH =
GM2

∗
R∗L∗

= 3× 107 yr

(
M∗

M⊙

)2(
R∗

R⊙

)−1(
L∗

L⊙

)−1

.

(1.2)

It gives a rough measure for the decrease of R∗ due to contraction. The KH time gets longer as

the radius decreases by contraction. This indicates that the decrease of R∗ slows down; young stars

have stellar parameters close to the main-sequence values during a large portion of the time, until

it evolves to the main-sequence star. Thus, tKH with the main-sequence values of M∗, R∗, and L∗
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Fig. 1.1 Schematic picture of low-mass stellar system evolution. (a) GMC with clumpy
substructures. (b) Close-up view of a molecular cloud clump in the GMC. The clump is
gravitationally contracting in the central region, forming a molecular cloud core. (c) Close-up
view of a molecular cloud core inside the clump. A disk forms around the central star, and
the envelope falls onto the disk. A jet is observed in this system. (d) Young stellar system
with PMS star and a surrounding PPD. Most of the envelope has disappeared by the time at
which the system reaches this stage. Disk materials are accreting to the star and are forming
protoplanets inside. (e) Disk has dispersed, and a young planetary system is left behind.
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provides an approximate time with which a young star evolves to a main-sequence star. Note that

the KH time is much longer than the crossing time of the star, which is of the order of hours. This

guarantees the quasi-static evolution of PMS stars.

Eq.(1.2) shows that the evolution time of young stars depends on the mass. Since less massive stars

tend to have smaller effective temperatures Teff , they take a longer time to evolve to main-sequence

stars. This indicates that the evolutional time of a young stellar system depicted in Figure 1.1 differs

according to the mass of the stellar system. Although not necessarily related to the evolution time

of stars, dispersal time of PPDs, which also quantifies evolutional time of young stellar systems, has

been observationally found to be shorter around Herbig stars with a few solar masses than solar-type

stars (see Section 1.5.4). This directly shows that the evolution time of the young stellar system

depends on the mass. The evolutional time of young stellar systems might be also affected by other

factors, such as metallicity, the multiplicity of central stars, and the existence of nearby luminous

stars.

To summarize, some of the mass in the original molecular cloud core goes into the star, some of

the other mass forms into planets, and the other is dispersed by jets and winds. Note that not all

of the materials in the parental molecular core goes into constituent objects in the resulting stellar

system. The evolutional time of young stellar systems may depend on the physical properties of the

system itself and external environmental factors.

1.3 Mass Functions of Clumps and Cores, and Initial Mass Function

Molecular cloud clumps are the formation site of molecular cloud cores, and the cores are the parental

bodies of stellar systems. The mass spectra of clumps and cores are thus significant to determine the

initial mass function (IMF) of the resulting stellar systems and hence star formation efficiency. The

IMF and star formation efficiency give many important implications to various fields of astrophysics,

such as galaxy evolution and planet formation. Investigating these mass functions has been a subject

of great importance.

Molecular line surveys have revealed that GMCs have self-similar structures, and the mass spectra

of associated clumps commonly follow a power law relation dN/d logM ∝ M−x with x = 0.6–0.8

in a wide mass range of 10−4M⊙ < M < 105M⊙ (Blitz 1993, Heithausen et al. 1998, Heyer and

Terebey 1998, Kramer et al. 1998, Muñoz et al. 2007). The index x is notably different from that

of the Salpeter IMF x = 1.35 (Salpeter 1955). This suggests that there exists a departure from the

self-similarity during star formation.

Continuum surveys have found steeper spectra of core mass functions (CMFs) than the clump

mass function (Testi and Sargent 1998, Motte et al. 1998, André et al. 2010). The power law index

of CMFs is estimated to be x = 1.1–1.5 for ≳ M⊙ and fairly resembles the stellar IMF, in contrast

to the clump mass function. The resemblance of CMFs to stellar IMFs holds to a lower mass extent

∼ 0.3M⊙ (André et al. 2010), providing direct evidence of the connection between molecular cloud

cores and star formation. It is suggested that the core formation process may ultimately control the

resulting mass spectra of stars.

Note that although the clump mass function is different from the IMFs, they do not necessarily

have to be similar; not all molecular cloud clumps form stars inside them. Most of the contribution

to star formation originates from star clusters forming in several of the most massive clumps in a

molecular cloud. In order to reveal the origin of IMFs and the resulting mass spectra of young

stellar systems, it would be necessary to understand the formation process of star-forming clumps

and their evolution to individual star-forming cores.
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1.4 Birth and Evolution of Stars

A star forms in a gravitationally-contracting molecular cloud core. As the contraction proceeds, the

internal density of the core increases to become optically thick to infrared radiation. The core can

not radiate away its internal energy anymore at this point. The internal temperature increases, and

the pressure eventually balances with the gravity, when the central density reaches nH ∼ 1011 cm−3.

This (quasi-)hydrostatic gas sphere is a protostar core (the first core). The first core has a typical

size of ∼ 1 au, the mass of ∼ 10−2M⊙, and the temperature of ∼ 103 K. The main component is

molecular hydrogen.

The first core continuously grows in mass by accretion. The internal temperature also continu-

ously increases. After ∼ 104 yr, it gets high enough (∼ 2000K) to dissociate hydrogen molecules by

collisions. The endothermic reaction allows the protostar core to resume a hydrodynamical contrac-

tion.

The contracting protostar core reaches hydrostatic equilibrium again when it shrinks to several

solar radii. The hydrostatic gas sphere is now a protostar (the second core). The typical temperature,

density, and mass are ∼ 4000K, nH ∼ 1016 cm−3, and ∼ 0.01M⊙, respectively, at this point, and

the main component is ionized hydrogen H II.

Circumstellar materials accrete to feed the protostar. Dimensional analysis provides a typical

accretion rate of

Ṁacc ∼
MJ

tff
, (1.3)

where MJ is the Jeans mass given with gas density ρ and sound speed cs

MJ =
π

6
ρ

(
cs√
ρG

)3

, (1.4)

tff is the free fall time

tff =

√
3π

32ρG
. (1.5)

Thus, Eq.(1.3) reduces to

Ṁacc ∼
c3s
G

≃ 6.4× 10−6
( cs
0.3 km s−1

)3
M⊙ yr−1.

(1.6)

Note that Eq.(1.6) basically depend only on the temperature of the accreting gas. The validity of

Eq.(1.6) is supported by numerical simulations (e.g., Shu 1977, Stahler et al. 1980, Masunaga and

Inutsuka 2000) and the observations that typical accretion rates in the Taurus-Auriga molecular

cloud is Ṁacc ∼ 10−6 M⊙ yr−1 (e.g., Bertout et al. 1988, Hartigan et al. 1991).

When the accretion materials fall onto the star surface, it drives a shock with the temperatures of

∼ 104 K. The gravitational energy of the falling materials is released at the surface and is converted
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to radiation in optical and ultraviolet (UV) wavelengths. The accretion luminosity is estimated as

Lacc =
GM∗Ṁacc

R∗

≃ 3.1× 101
(
M∗

M⊙

)(
R∗

R⊙

)−1
(

Ṁacc

10−6 M⊙ yr−1

)
L⊙.

(1.7)

Since protostars are embedded in optically thick clouds to optical and UV lights, the emitted photons

can be only seen as infrared (re-)emitted by dust, which reprocesses the optical and UV photons.

The typical accretion rate in Eq.(1.6) indicates that protostars grow to a solar-type star on the

timescale of ∼ 105–106 yr, while the accretion rate decays with time. The protostar finally shrinks to

a few solar radii and has the central temperature of ∼ 106 K. The mass growth has almost completed

at this point, and the protostar proceeds to the pre-main-sequence phase.

PMS stars quasi-statically contract and radiate away its own gravitational energy. When the

radius of a PMS star shrinks to ∼ R⊙, the central temperature reaches ∼ 1.5 × 107 K that is

sufficiently high temperature to burn hydrogen. The nuclear fusion energy sustains high internal

pressure of the star, and it halts the quasi-static gravitational contraction. Hydrogen burning is

the onset of the main-sequence phase of stars. Main-sequence stars survive until they burn out all

hydrogen fuel in the central region. Note that the overview of stellar system evolution described in

this section holds for low- and intermediate-mass stars (M∗ ≲ 8M⊙). Massive stars with a few tens

of solar masses evolve in a different manner. *1

1.5 Protoplanetary Disks

In the formation process of stellar systems, a PPD forms around the central star and coevolves with

it. The disk is composed of gas and dust, and is the parental body of a planetary system. Thus,

physical properties of PPDs have a direct link to the formation and evolution of stars and planets.

Understanding their properties and formation/evolution processes is essential to understand those

of stellar systems. Especially, dispersal of PPDs is our focus of interest in Chapter 2 and Chapter 3.

Here, we review their basic characters in detail.

1.5.1 Protoplanetary Disk Formation

Molecular clouds are inhomogeneous in both density and velocity, i.e. they have turbulent structure

(Larson 1981, Ostriker 2007). This indicates that a star-forming core has angular momentum as a

whole. The azimuthal motions of the circumstellar medium yield the centrifugal force and weaken

the radial component of the gravity. The circumstellar medium thus flattens during the collapse and

forms disk structure. An angular-momentum-conserved matter has a circular orbit with the radius

Req at which the centrifugal force and gravity balance. The circular radius of a core with the specific

angular momentum l and mass Mc is approximately

l2

2R2
eq

=
GMc

Req

Req =
l2

2GMc
.

*1 We omit to review the formation process of high-mass stars because our focus is on low-mass stellar systems
in the present thesis.
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The specific angular momentum of a core with radius Rc and rotational energy Erot is roughly

l ≃
√
2R2

cErot/Mc. Thus, the circular radius is

Req =
R2

cErot

GM2
c

. (1.8)

Observationally, an typical ratio of the rotational energy Erot to the gravitational energy Egrav =

GM2
c /Rc of molecular cloud cores is χ ≡ Erot/Egrav ∼ 10−2 (Goodman et al. 1993). The circular

radius of Eq.(1.8) is reduced to

Req ∼ 102
(

Rc

0.05 pc

)( χ

10−2

)
au. (1.9)

Hence, the collapse of a turbulent molecular cloud core results in the formation of a PPD with a

typical radius of 102 au. Note that a typical specific angular momentum of a molecular cloud core is

l ≃

√
2R2

cErot

Mc

∼ 1021
(

Rc

0.05 pc

)(
Mc

M⊙

)−1/2 ( χ

10−2

)1/2
cm2 s−1,

(1.10)

which is several orders of magnitude larger than the mean specific angular momentum of the solar

system; a large fraction of the total angular momentum of parental cores might be lost during the

formation process.

1.5.2 Protoplanetary Disk Structure

The dynamical time of a Keplerian disk is of the order of 103 yr at 102 au. It is several orders of

magnitude smaller than the dispersal time of PPDs, which will be discussed later in Section 1.5.4.

This assures that as a first approximation, PPDs can be assumed to be in hydrostatic equilibrium

(HSE).

PPD mass is typically Mdisk ∼ 0.01M⊙ and at most Mdisk ∼ 0.1M⊙. The self-gravity of a PPD

is relatively weak, compared to the stellar gravity. In the cylindrical polar coordinates (R,ϕ, z), the

radial and vertical force balances of an axisymmetric Keplerian disk are described as

0 = −1

ρ

∂P

∂z
− GM∗

R2 + z2
z√

R2 + z2
(1.11)

0 = −1

ρ

∂P

∂R
− GM∗

R2 + z2
R√

R2 + z2
+
v2ϕ
R
, (1.12)

where ρ, P , and vϕ are gas density, pressure, and azimuthal velocity, respectively. The equation of

state (EOS) for the ideal gas is given by

P = ρ
kBT

µmu
. (1.13)

In the EOS, kB is the Boltzmann constant, µ is mean molecular weight, and mu is the atomic mass

unit. Given that the mid-plane density is ρmid = ρmid(R), Eq.(1.11) is analytically solved for a
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vertically isothermal disk

ρ = ρmid exp

[
v2K
c2s

(
1√

1 + z2/R2
− 1

)]
, (1.14)

where vK =
√
GM∗/R is the Keplerian velocity and cs =

√
kBT/µmu is the isothermal sound speed.

These quantities and the mid-plane temperature Tmid define the scale height of the disk H as

H ≡ cs
vK
R

≃ 3.1× 10−2

(
M∗

M⊙

)−1/2(
R

au

)1/2

µ−1/2

(
Tmid

102 K

)1/2

R.

(1.15)

The scale height H is notably much smaller than R at any distance. This indicates that ρ/ρmid ≪ 1

holds for z ≳ R in Eq.(1.14), and the bulk of the mass resides in the z ≲ R region. For the region,

Eq.(1.14) is approximated by

ρ ≃ ρmid exp

[
− z2

2H2

]
, (1.16)

and the disk surface density Σ is calculated as

Σ =

∫ ∞

−∞
ρdz ≃

√
2πρmidH

∼ 103
( nH,mid

1015 cm−3

)( H

10−2 au

)
g cm−2,

(1.17)

where nH,mid is the number density of hydrogen nuclei in the midplane. For comparison, the so-

called minimum mass Solar Nebula model (Weidenschilling 1977) of Hayashi (1981) gives the surface

density distribution of

Σ = 1.7× 103
(

R

1 au

)−3/2

g cm−2, (1.18)

for the gas component.

Eq.(1.12) describes force balance in the radial direction. Substituting Eq.(1.14) reduces Eq.(1.12)

to

v2ϕ = v2K

{
1 +

∂ lnTmid

∂ lnR

[
1−

(
1 +

z2

R2

)−3/2
]
+
H2

R2

(
∂ lnTmid

∂ lnR
+
∂ ln ρmid

∂ lnR

)}
. (1.19)

Supposing that Σ and Tmid have power-law dependences on R of

Σ(R) ∝ R−α

Tmid(R) ∝ R−β ,

Eq.(1.19) reduces to

v2ϕ = v2K

{
1− β

[
1−

(
1 +

z2

R2

)−3/2
]
− H2

R2

(
α+

β

2
+

3

2

)}

≃ v2K

[
1− H2

R2

(
α+

β

2
+

3

2
+

3β

2

z2

H2

)
+O

(
z4

R4

)]
(for R≫ z).

(1.20)

PPDs generally have α > 0, β > 0, and, most importantly, H/R ≪ 1. Therefore, the azimuthal
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velocity of PPD gas is sub-Keplerian. The sub-Keplerian motion has an important effect especially

on dust dynamics in PPDs and, ultimately, on planet formation. Pressureless dust particles can

orbit the central star with Keplerian velocity. Such dust particles move against the headwind by

the sub-Keplerian gas. They transfer the angular momentum through aerodynamical friction to

gas and migrate inward. The migration time of meter-sized planetesimals is the shortest, and it

falls to the star on a much shorter time than planet formation timescale. This implies that such

planetesimals cannot grow to a larger-size body in PPDs, which clearly contradicts the existence of

the planets. This is one of the biggest issues in the field of planet formation theory. In order to

form planets, planetesimals are necessary to grow fast before it falls to the star, or some mechanisms

should work to stop the migration. Formation of fluffy dust aggregates is proposed as one of the

potential solutions for the problem (Kataoka et al. 2013).

1.5.3 Observations of Protoplanetary Disks

By the beginning of the pre-main-sequence phase in the stellar system formation, the envelope has

dispersed, and it makes the star-disk system visible in the optical and near-infrared wavelengths.

The first direct observation of protoplanetary disks conducted by optical surveys with Hubble Space

Telescope (HST) in the mid-90s (McCaughrean and O’dell 1996). Its highly-resolved (∼ 0.1′′)

observations captured direct images of PPDs, most of which are evaporating disks exposed to the

intense radiation of nearby massive stars *2 or so-called silhouette PPDs. Those images show the

central luminous stars and surrounding dark disks with a size of ∼ 100 au.

Before the direct observation by HST, Infrared Astronomical Satellite (IRAS) performed surveys

of the entire night sky at mid- and far-infrared (IR) wavelengths (12µm, 25µm, 60µm, and 100µm).

IRAS revealed that IR excess of PMS stars visible in optical light (See also Section 1.5.4) is ubiqui-

tous in many molecular clouds and is originated from the reprocessed emission of the circumstellar

medium. In the mid-90s, adaptive optics technique was applied to ground-based telescopes and

made it possible to perform ground-based observations with resolutions as high as that of HST.

High-resolution IR surveys have directly observed the near-IR lights of young stars scattered by the

circumstellar disks. Those surveys have revealed that circumstellar disks have various morphology.

The development of bolometer array detectors greatly contributed to the studies of the young

stellar system at submillimeter and millimeter wavelengths in the 80s and 90s. Since dust opacity

is generally smaller in the submillimeter/millimeter wavelengths than in the ultraviolet, optical, or

IR wavelengths, the submillimeter/millimeter wavelength lights are particularly useful to observe

dense regions where AV is so high that their interiors cannot be seen even at IR wavelengths. One

example is the highly-dense, midplane region of circumstellar disks. The region is optically thick to

the thermal emission of dust at the IR wavelengths but is optically thin to that at the submillime-

ter/millimeter wavelengths. Thus, the emission is useful to systematically estimate the total mass of

the disks. The submillimeter/millimeter lights are also used for the observations of protostars, which

are generally embedded deep in the circumstellar medium. Thermal emission of protostars and sur-

rounding medium cannot be seen even at the near-IR wavelengths. Submillimeter/millimeter surveys

first succeeded to detect protostars that were hardly detected by IRAS. It is also noteworthy that

the recent development of interferometer arrays permits the observations of young stellar systems

with even higher resolutions. Atacama Large Millimeter/submillimeter Array (ALMA) achieves the

highest resolution of ∼ 0.01′′. The detailed observations with that high resolution have discovered

many unexpected properties in young stellar systems. The discovery of the multiple rings in the

*2 Such evaporating PPDs by the intense irradiation of nearby massive stars are termed “proplyds”.
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HL Tau disk is a representative one. Since the detection of the rings in the HL Tau disk, ring/gap

structure has been found in tens of PPDs. There also exist disks with a spiral structure of dust and

with nonaxisymmetric structure. The recent discoveries of such detailed structure are changing our

understanding of PPDs such that rather than a smooth density distribution, PPDs commonly have

substructures: rings, gaps, spirals, nonaxisymmetries, and etc. In the 2020s, several other infrared

and submillimeter/millimeter telescopes are planned to be in operation. Observations with these

telescopes are expected to deepen our systematic understandings about the structure and properties

of PPDs.

1.5.4 Lifetimes of Protoplanetary Disks

Materials of a PPD accrete onto the stellar surface in the region close to the star, while those apart

from the star are dispersed by thermally- and/or magnetically-driven winds. Therefore, PPDs have

the lifetimes. They are often estimated by observing the number fractions of disk-bearing members

in young clusters. UV, optical, and IR lights are used for the observations. The optical and UV

lights originate from the accreting gas driving a shock on the stellar surface, while the IR is from

the reprocessed emission of dust on the surfaces of PPDs.

UV and optical photons of the central star are absorbed by the circumstellar materials. The

circumstellar dust absorbs the UV and optical photons from the central star, reprocesses the photons,

and thermally (re-)emits photons at IR wavelengths. A typical spectral energy distribution (SED) of

a young stellar system is thus composed of two components: the stellar component whose wavelength

ranges from ultraviolet to optical, and the circumstellar material component which significantly

contributes to an observed intensity at the IR bands of the SED (Figure 1.2). The IR contribution

from the circumstellar dust is referred to as the infrared excess (IR-excess), which is a direct indicator

of the existence of a circumstellar disk around a PMS. Note that young stellar systems with embedded

protostars, which are in the early stage of the evolution, are not visible at the optical or near-IR

wavelengths in contrast to the young systems hosting PMS stars. The thin geometry of PPDs allows

photons to be observed in a wide variety of wavelengths.

Although the IR-excess is defined as the excessive infrared above the stellar component, it does not

mean that multiwavelength observations ranging from UV to IR are always necessary to find the IR-

excess. The infrared colors J −H and H −K derived from J-, H-, and K-bands (1.25µm, 1.65µm,

and 2.2µm) photometric data provides a tool to detect the IR excess. Given that JHK photometric

data is obtained for an infrared source, the infrared colors set the position of the source on the

infrared color-color diagram. The position gives information about the magnitude of reddening due

to the circumstellar and/or interstellar dust. Lada and Adams (1992) systematically showed that a

young star surrounded by the circumstellar medium presents a significant H−K color excess on the

color-color diagram, compared to stars without the circumstellar medium; such evolved objects are

seen as main-sequence stars reddened by the interstellar extinction in the diagram. Applying these

diagnostics to the members of a cluster yields the disk fraction, which is defined as the number ratio

of the disk-bearing members to all the members. Observationally, it has been found that the disk

fractions of the nearby clusters exponentially decrease as the cluster ages, and typically fall below

10% for the cluster age of ≳ 6Myr (Haisch et al. 2001, Hernández et al. 2007, Meyer et al. 2007,

Mamajek 2009, Ribas et al. 2014). Thus, typical disk lifetimes are estimated to be ∼ 3–6Myr for

PPDs in the nearby clusters (Alexander et al. 2014, Gorti et al. 2016, Ercolano and Pascucci 2017).

The lifetimes are estimated by deriving the disk fractions as a function of cluster age but not

the age of a single star. One of the advantages using cluster ages to estimate the lifetimes is that



Chapter 1 Introduction 12

Fig. 1.2 Typical SED of a young star with a PPD. The red line shows the observed SED. The
dotted blue line indicates the contribution from the stellar radiation, and the residual (the red
area) are the contribution from the circumstellar dust.

broadband photometric data is not always necessary to determine their ages in contrast to the case

of single stars. Using an evolutional model of PMS stars, we can model the near-IR functions of a

cluster with a given IMF. Lada and Lada (1995) showed that the slope of the power-law portion

of the K-band luminosity function (KLF) significantly changes as clusters age. Thus, cluster ages

can be inferred by comparing the slopes of the model and observations. Both of cluster ages and

the disk fractions, which are the necessities to estimate the lifetimes, are provided with the near-IR

photometric data of clusters. Nevertheless, it is important to estimate the lifetimes as a function

of the single star’s age because all members of a cluster may not necessarily have exactly the same

age, and the environmental difference between single-star- and cluster-forming regions could yield a

difference in their lifetimes. Takagi et al. (2014) investigated the disk lifetimes in single-star-forming

regions. The ages of single stars are determined by the surface gravities derived with high-resolution

optical and near-IR spectroscopy. The near-IR colors of the single stars are shown to decrease with

increasing stellar ages. The dispersal time of PPDs is thus estimated to be ∼ 3–4Myr, which is in

good agreement with the lifetimes of PPDs estimated for the nearby clusters. It is concluded that

PPDs have the lifetimes of a few Myr in general.

Although the IR-excess due to warm and small circumstellar dust gives a tool to estimate the

PPD lifetimes, dust is the minor component of PPDs in mass and evolves in a dynamically different

manner from the gas component. The lifetimes derived with the IR-emission would not always

coincide with those of gas disks. Gas disks could exist even after the disappearance of the IR-excess.

Fedele et al. (2010) used Hα (656.28 nm) line emission from young stars to examine the lifetimes

of the gas disks. It is empirically known that accreting stars have a larger equivalent width of Hα
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(EW [Hα]) than the chromospheric values of EW [Hα] (Barrado y Navascués and Mart́ın 2003,

White and Basri 2003). Similarly, the width of Hα at 10% of the line peak is systematically known

to be large (> 270 km s−1; Natta et al. (2004)) for accreting stars (White and Basri 2003, Natta

et al. 2004, Jayawardhana et al. 2006, Flaherty and Muzerolle 2008). These diagnostics are applied

to the nearby young clusters, and the gas disk fractions are shown to decrease as the cluster age

increases. The typical lifetimes of the gas disks are derived to be 2.3Myr; the gas component of

PPDs also disperses on almost the same time as the dust component.

The near-IR traces the warm dust residing in the inner region (≲ 0.1 au) of a PPD. Therefore,

the lifetime of ∼ 3Myr estimated by the near-IR observations is not necessarily applicable to the

dispersal time of the outer dust. Mid-IR (≃ 3µm) and far-IR (≃ 20µm) are used as tracers for the

dust component at the outer radius of ∼ 1 au and ∼ 10 au, respectively. Ribas et al. (2014) studied

the decay of the disk fractions with these longer-wavelength IR, and showed that the e-folding time

of the decay is similar for the disk fractions derived by near-IR and mid-IR (2–3Myr) and is slightly

longer for those estimated with far-IR (4–6Myr). This suggests that a whole dust disk completely

disperses within 10Myr. Similarly, Hα is an accretion indicator which traces the gas component

very close to the star. Millimeter transitions of 12CO and [O I] 63µm are used to probe the cold

outer disk. Although the number of the samples is limited, it has been found that the bulk of gas

in the outer disk (∼ 10–102 au) disperse within ∼ 10Myr (Pascucci et al. 2006, Dent et al. 2013).

Hence, both gas and dust components in a PPD are considered to disappear on the timescale of

10Myr.

Multiwavelength IR observations have found a subgroup of PPDs that show lack of near- and/or

mid-IR excess but have excess in mid- and far-IR wavelengths (e.g., Strom et al. 1989, Espaillat et al.

2014). These objects are termed transitional disks, and are inferred to be caught in the act of disk

clearing. The fraction of transitional disks is only ∼ 10% of detected PPDs. This statistically implies

a much shorter transitional time, of the order of 105 yr, than the disk lifetimes (e.g., Skrutskie et al.

1990). The existence of transitional disks and the aforementioned observational results indicate that

PPDs abruptly disperse in an inside-out manner at the last stage of disk clearing. SEDs of some

PPDs show a homogeneous depletion in the IR-wavelengths; the IR-excess emission is smaller than

those of primordial (full) PPDs (for example, the average SED of the PPDs in Taurus star-forming

region) but is larger than that of debris disks (Currie et al. 2009), which are the remnant objects after

disk dispersal. However, recent radiative transfer studies showed that most of these homogeneously

depleted disks may be optically thick disks with dust well settled in the midplane (Ercolano et al.

2011), and the dominant channel of disk dispersal is the inside-out clearing (Koepferl et al. 2013).

In the literature above, the lifetimes are estimated for young low-mass stars with M∗ ≲ M⊙.

However, the different physical properties of high-mass stars can affect the lifetimes of PPDs. Ribas

et al. (2015) examine the PPD lifetimes around young stars with a wide range of mass covering

a high-mass regime M∗ ≥ 2M⊙. The disk fractions are found to decrease for both low-mass stars

(M∗ < 2M⊙) and high-mass stars (M∗ ≥ 2M⊙) at older ages. It is also found that PPDs are present

around the low-mass stars more frequently than around the high-mass stars at any age of stars. The

mass dependence of the disk fractions is statistically robust enough to conclude that PPDs evolve

faster and/or earlier around the high-mass stars. The physical reason for the mass dependence is still

an open question but photoevaporation (Section 1.5.6) may be a key dispersal mechanism; higher

luminosities of high-mass stars can potentially shorten the dispersal time of PPDs.
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Fig. 1.3 Disk fractions of the nearby star-forming regions (red) and the clusters in the outer
Galaxy (blue), where metallicity is significantly low, approximately Z ∼ 10−0.7 Z⊙. The
data is taken from Ribas et al. (2014) and Yasui et al. (2010) for the disk fractions in the
nearby regions and in the low-metallicity environments, respectively. The dashed lines fit the
observational disk fractions to the exponential function given by Eq.(1.21). The best-fit e-
folding times, or typical lifetimes, are τlife = 4.9± 1.1Myr for the nearby star-forming regions
and τlife = 1.3±1.9Myr for the clusters in the outer Galaxy. (See also Table 1.1 for the best-fit
parameters.)

1.5.5 Metallicity Dependence of Lifetimes

Dust grains and metal species are important as the absorbers of photons as well as coolants in

star-forming regions. The amount of them significantly matters in the formation and evolutional

processes of stars, disks, and planets. The amounts of metal species and dust are associated with

metallicity Z. Higher-metallicity environments correspondingly have a large amount of dust and

metal species.

In the Milky Way, it is well known that the metallicity is the highest near the galactic center, where

the stellar density is high and declines as it gets distant from the center. Star-forming regions also

exist in the extreme outer regions, and the environmental difference can cause different PPD lifetimes

from those of the nearby star-forming regions. Since PPD lifetimes directly links to the formation

time of planets, it is essential to investigate PPD lifetimes in different metallicity environments in

order to understand the stellar system formation in general.

The near-IR observations have been conducted for the star-forming regions in the extreme outer

Galaxy, where the metallicity is significantly lower than in the solar neighborhood, to estimate the
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disk lifetimes (Yasui et al. 2009, 2010, 2016a,b). Interestingly, the disk fraction there declines steeply

with increasing cluster age and becomes ≲ 10% at the cluster age of ≲ 1Myr. In Figure 1.3, we

compare the disk fractions in the nearby star-forming regions and in the low-metallicity environ-

ments. The data are compiled from Ribas et al. (2014) for the nearby clusters and from Yasui et al.

(2010) for those in the outer Galaxy. We fit the disk fractions fdisk as functions of cluster age tage

to

fdisk = f0 exp[−tage/τlife], (1.21)

where f0 is the disk fraction at tage = 0, and τlife is the typical lifetime. Note that the fitting

function goes to zero with tage → ∞, implying the assumption that any disk eventually disappears.

We use the least squares method to fit the disk fractions. The best-fit parameters are listed in

Table 1.1. It appears that a PPD in low metallicity environments disperses earlier and/or faster

Table 1.1 Best-Fit Parameters for the Observed Disk Fractions.

Nearby clusters (Z ≃ 1Z⊙) Outer Galaxy (Z ≃ 0.2Z⊙)

f0 (%) 78± 9 4.9± 1.1

τlife (Myr) 25± 19 1.3± 1.9

than in nearby environments. The causes of the metallicity dependence have also been unclear but

again, photoevaporation (Section 1.5.6) is proposed as a key dispersal mechanism that can potentially

yield the metallicity dependence (Ercolano and Clarke 2010). The metallicity dependence of PPD

photoevaporation is discussed in Chapter 2 and Chapter 3.

1.5.6 Dispersal Mechanisms of Disks

It has been observationally confirmed that the lifetime of PPDs is of the order of several million

years in general, depending on metallicity and the stellar mass. Since not all materials might go

into forming planets, some mechanisms should work to disperse PPDs within the time. Several

dynamical processes such as accretion (Shakura and Sunyaev 1973, Lynden-Bell and Pringle 1974),

photoevaporation (e.g., Hollenbach et al. 1994), magnetohydrodynamics (MHD) wind (e.g., Suzuki

and Inutsuka 2009), stellar wind (e.g., Elmegreen 1979), and giant planet formation (Rice et al. 2003)

have been proposed to be effective on disk dispersal. In particular, disk evolution models in which a

viscous PPD evolves under the effects of the winds driven by photoevaporation and/or MHD effects

appear to well explain both the lifetime and the formation of the transitional disks (Clarke et al.

2001, Alexander et al. 2006, Owen et al. 2010, Gorti et al. 2015). Thus, accretion, photoevaporation,

and MHD wind are considered to be key dispersal mechanisms of PPDs at present. We briefly review

these processes in this section.

Accretion

PPDs lose the mass mainly via accretion, especially at the early stage of disk evolution. The angular

momentum of a PPD is transferred and redistributed within the disks. The angular momentum of

an inner annulus is transferred to the adjacent outer annulus via viscous friction. The governing
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equations of motion for viscous gas are

∂ρ

∂t
+∇ · ρv = 0 (1.22)

ρ
dv

dt
= ∇ · S + ρK, (1.23)

where S is the stress tensor and K is body force. Let µ be the coefficient of the shear viscosity in

this section. The stress tensor is given as

Sij = −Pδij + 2µ

(
eij −

1

3
eδij

)
, (1.24)

where e is the rate of straining tensor

eij ≡
1

2

(
∂vi
∂xj

+
∂vj
∂xi

)
, (1.25)

and e is its trace. The bulk viscosity is neglected in Eq.(1.24) because it is generally small compared

to the pressure or shear stress. Hereafter in this section, we use the cylindrical polar coordinates,

and we assume that the viscous gas has a rotational axis and is axisymmetric around it, and that

the variables are symmetric along the z-direction. Galilean invariance allows us to set vz ≃ 0. Thus,

Eq.(1.22) and the ϕ-component of Eq.(1.23) reduce to

∂Σ

∂t
+

1

R

∂

∂R
RΣvR = 0 (1.26)

∂

∂t
ΣR2Ω+

1

R

∂

∂R
R3ΣvRΩ =

1

2πR

∂

∂R

(
2πR3νΣ

∂Ω

∂R

)
, (1.27)

where ν ≡ µ/ρ is the coefficient of kinematic viscosity and Ω ≡ vϕ/R is the angular velocity.

Eq.(1.27) is the transfer equation of angular momentum. The right-hand-side describes the net

shear stress exerted by the adjacent annulus. We further assume that Ω is independent of time. *3

Eq.(1.26) and Eq.(1.27) are then rewritten as

∂Σ

∂t
= − 1

2πR

∂

∂R


∂

∂R

(
2πR3νΣ

∂Ω

∂R

)
∂

∂R
R2Ω

 (1.28)

2πRvRΣ =

∂

∂R

(
2πR3νΣ ∂Ω

∂R

)
∂

∂R
R2Ω

. (1.29)

In the case of an accreting disk around a star, the R-component of Euler equations yields

ΩK =

√
GM∗

R3
. (1.30)

*3 This assumption is justified when RΩ ≫ vR and RΩ ≫ R
∂vR

∂R
, according to the R-component of Euler

equations.
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Substituting Eq.(1.30) into Eq.(1.28) and Eq.(1.29), we obtain

∂Σ

∂t
=

3

R

∂

∂R

√
R
∂

∂R

√
RνΣ (1.31)

2πRvRΣ =

∂

∂R

(
2πR3νΣ

∂ΩK

∂R

)
∂

∂R
R2ΩK

. (1.32)

Eq.(1.31) describes the surface density evolution of viscous Keplerian disks, and Eq.(1.32) sets the

accretion rate. Let x = 2
√
R and f = (3/2)Σx; the continuity equation Eq.(1.31) is transformed to

a diffusion equation
∂f

∂t
= D

∂2f

∂x2
,

where D = 12ν/x2 is the diffusion coefficient. Hence, the surface density evolution of a viscous disk

is a diffusion process. The timescale with which the viscosity smooths out the gradient of f within

an interval ∆x is given by ∼ ∆x2/D, and thus the diffusion time of an accreting disk with a size of

R is

tν ≃ R2

ν
. (1.33)

Considering the fact that the near-IR observations suggest the disk lifetime of a few million years,

we can set the viscous timescale Eq.(1.33) of PPDs to be of the order of 106 yr at the distance of

≲ 1 au. This results in the viscous timescale of ∼ 107 yr at several tens of astronomical units and even

longer time at further distant regions (Hollenbach et al. 2000, Armitage 2011), though the choice

of ν is arbitral. Nevertheless, the very long viscous timescale clearly contradicts the observational

PPD lifetimes. Moreover, Eq.(1.31) predicts that the surface density should decrease with time in

a power-law manner as Σ ∝ t−p (Lynden-Bell and Pringle 1974). It also contradicts the existence

of transitional disks (Andrews and Williams 2005) and the much shorter transitional time than the

PPD lifetime (e.g., Skrutskie et al. 1990, Kenyon and Hartmann 1995, Alexander et al. 2014). In

order to explain the timescale of disk dispersal and the existence of transitional disks, some other

dispersal processes should work with accretion; photoevaporation and MHD wind are proposed as

such processes.

The evolution of viscous disks is significantly affected by the profile of ν. It is necessary to

understand the origin of the viscosity to obtain the profile. The molecular collision is one of the

candidates. Collisions between molecules in a shear flow cause a viscosity which is called molecular

viscosity. The molecular viscosity is given as

νmol =
cs

nHσmol
,

where σmol is the collision cross section of molecules. The cross section is roughly equivalent with

the size of molecules ∼ 10−15 cm2. The viscous time for molecular collisions is estimated to be

tν,mol ∼ 107
(
R

au

)2 ( nH
1014 cm−3

)( σmol

10−15 cm2

)( cs
0.3 km s−1

)−1

Myr.

The viscous timescale is much longer than the lifetime of PPDs, and therefore the molecular viscosity

is unlikely to be the origin. Although νmol is small, it can yield a large Reynolds number in the
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interior of PPDs

Re ≃ csH

νmol

∼ 1010
(

H

10−2 au

)( nH
1014 cm−3

)( σmol

10−15 cm2

)
.

(1.34)

This indicates that a physical instability generates turbulence with dissipative motions on a smaller

scale than H. The turbulent motions mix gas with the adjacent annulus, and it effectively works as

viscosity. If the turbulence is isotropic, the scale height H limits the scale of the turbulent motion.

Similarly, since supersonic flow leads to driving shock and dissipating rapidly, the turbulence velocity

is limited to be less than cs. Hence, the turbulent viscosity can be represented by a dimensionless

parameter α (Shakura and Sunyaev 1973)

νtur = αcsH. (1.35)

The parameter α is referred to as the Shakura-Sunyaev α parameter and is estimated to be of the

order of 10−2–10−4 from the disk lifetimes. Note that α does not have to be a constant but can

depend on physical variables such as density, temperature, and magnetic field. Nonetheless, α is

often treated as a constant in calculations of viscous disk evolution just for simplicity.

Photoevaporation

PPDs are irradiated by ultraviolet and X-ray emitted from the central star and/or nearby massive

stars. The atoms and dust absorb the photons and are photoionized. The ejected electrons thermalize

to increase gas temperatures in optically thin regions. The “hot” gas flows out of the disk, which

causes a considerable mass loss. The mass loss process is referred to as photoevaporation (Figure 1.4).

Far ultraviolet (FUV; 6 eV < hν < 13.6 eV), extreme ultraviolet (EUV; 13.6 eV < hν < 0.1 keV),

and X-rays (hν > 0.1 keV) are effective to drive photoevaporative flows.

Fig. 1.4 Schematic picture of photoevaporation. The disk surface is irradiated by FUV, EUV,
and X-ray from the central star. Photoevaporative flows are driven from the heated region.
Note that in the inner region, the heated gas is bound by the central star’s gravity.
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EUV photoevaporation first started to be investigated, before FUV or X-ray was proposed as

the important heating sources that can cause strong photoevaporation. Hollenbach et al. (1994)

performed 1+1D EUV radiative transfer calculations, where the disk is divided into two physically

different regions in the radial direction at the gravitational radius

Rg =
GM∗

c2s

≃ 7.5

(
M∗

M⊙

)(
T

104 K

)−1 ( µ

0.7

)
au.

(1.36)

It is assumed from dimensional analysis that the disk achieves hydrostatic equilibrium in the inner

region R < Rg, while steady photoevaporative flows are driven in the outer region R > Rg at the

velocity of the sound speed for the ionized gas (≃ 10 km s−1). The vertical density distribution of

the disk is taken into account for the inner region, but it is set to H = 0 in the outer region, i.e. the

disk is infinitesimally thin there. The density profile nH(R) is determined 1+1D radiative transfer

calculation for EUV. The resulting profile scales as R−3/2 for R < Rg and R−5/2 for R > Rg,

and the photoevaporation rate is estimated to be Ṁph ∼ 10−10–10−9 M⊙ yr−1. Font et al. (2004)

performed 2D hydrodynamics simulations, using the density profile of Hollenbach et al. (1994) as

the boundary condition at the midplane. The resulting photoevaporation rate is smaller than that

of Hollenbach et al. (1994) by a factor of 2–3. The small difference is originated from the launch

velocity; Hollenbach et al. (1994) assumed the sound speed, while the launch velocities are 30–40%

of the sound speed in the simulations of Font et al. (2004). It is concluded that photoevaporative

flows are launched at the subsonic speed rather than the sonic speed. Recently, Tanaka et al.

(2013) studied EUV photoevaporation of PPDs with 2D radiative transfer calculations, using a disk

model that also has a nonzero scale height for R > Rg as well as R < Rg. Tanaka et al. (2013)

concluded that the direct EUV component is dominant in the flow region rather than the diffuse EUV

component, which contradicts the conclusion of Hollenbach et al. (1994), and this results in R−3/2

dependence of the density profile even for the flow region R > Rg in contrast to Hollenbach et al.

(1994). The large contribution from the distant regions yields a higher photoevaporation rate (∼
10−9 M⊙ yr−1) by a factor than that of Hollenbach et al. (1994). Yorke andWelz (1996) and Richling

and Yorke (1997) performed radiation hydrodynamics simulations of photoevaporating PPDs around

the central massive star with M∗ = 8.4M⊙, taking into account the diffuse EUV generated by

radiative recombinations (Yorke and Welz 1996) and the scattered EUV by dust (Richling and

Yorke 1997). For the disk model, the results of the cloud collapse simulations in Yorke et al.

(1995) was used. The disk has a hole in the R ≲ 40 au regions. Although the scattering EUV is

concluded as an important component to drive photoevaporation in the outer regions, it appears to

mainly result from the geometrical structure of the adopted disk. Hence, the causes of the different

conclusions in the studies above might be the differences in the adopted methods and disk models.

It is still under debate which of the direct, diffuse, and scattering EUV components is dominant

to drive photoevaporation. Self-consistent radiation hydrodynamics simulations that have the inner

boundary close to the stellar surface is necessary to investigate it. Unfortunately, this is beyond the

limitation of the currently available numerical methods.

The main absorber of EUV is atomic hydrogen. The absorption cross section is of the order

of σHI ∼ 10−17 cm2. In contrast, the main absorber of FUV photons are dust grains, and the

cross section is about four orders of magnitude smaller than that of atomic hydrogen. FUV is

typically attenuated at the column density of ∼ 1021 cm−2; FUV can reach a denser region inside

PPDs than EUV in general. As a result, FUV-driven flows have a higher density than EUV-driven
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flows, and thus FUV photoevaporation generally yields higher mass loss rates by more than an

order of magnitude compared to EUV photoevaporation (Gorti and Hollenbach 2009, Owen et al.

2012). The effects of FUV on the photoevaporation of PPDs are first investigated in the context

of photoevaporation of PPDs illuminated by external nearby massive stars (so-called “proplyds”).

Johnstone et al. (1998) presented analytic and numerical models for proplyds and showed that the

mass loss rate is determined by either of FUV-driven flows or EUV-driven flows; it was concluded that

FUV-driven flows dominantly contribute the mass loss for distant proplyds where the EUV photons

hardly reach from the external massive stars. However, Johnstone et al. (1998) did not perform

detailed calculations of chemical/thermal structure in PPDs, and thus it could not be accurately

concluded under which conditions FUV-driven flows dominate the mass loss. Störzer and Hollenbach

(1998) improved the models of Johnstone et al. (1998) by including the results of both equilibrium

and nonequilibrium PDR codes, and by setting the launch velocity to be the escape velocity instead

of using it as a free parameter. It was shown that with sufficient FUV fluxes G0 ≃ 5× 104–2× 107,

FUV-driven flows are dominant to cause the mass loss. The models can explain the observed sizes

of the ionization fronts of many proplyds in the Orion Nebula. In Johnstone et al. (1998) and

Störzer and Hollenbach (1998), it has been assumed that the disks have a spherical structure and

steady photoevaporative winds spherically flow out of the disks. In contrast, as a continuous study

of Richling and Yorke (1998) where only EUV effects are incorporated, Richling and Yorke (2000)

performed two-dimensional radiation hydrodynamics simulations of proplyds illuminated by both

FUV and EUV from external stars. The thermal structure and radiation field are self-consistently

calculated to determine the density and flow structure, although a simplified cooling function is

used. The results of the simulations show that FUV photons heat the gas up to 5000K and drive

photoevaporative flows on the surface of the proplyds. The FUV-driven flows are also launched on

the disk surface in the shaded region from the external star owing to the effects of the diffuse FUV.

The launched flows interact with EUV photons, developing a head-tail configuration. The heads have

bright emission lines with a crescent shape, and the tails are elongated in the direction opposite to

the external star. The properties of the head-tail shaped proplyds explain the observational results

of proplyds in the star-forming regions such as the Orion Nebula, M8, NGC 2024, and NGC 3603.

Gorti and Hollenbach (2009) first developed a model for photoevaporation driven by FUV emitted

from the central young star instead of external massive stars. The thermal and chemical structures

of PPDs are determined without solving hydrodynamics to estimate FUV photoevaporation rates.

Photoevaporative flows are assumed to be launched at sound speed from the surface where the local

thermal energy of the gas is equal to the gravitational energy. The photoevaporation rates are

estimated by integrating the mass flux over the surface. Resulting FUV photoevaporation rates are

of the order of ∼ 10−8 M⊙ yr−1 for typical young low-mass stars. The photoevaporation rates are

10–102 times larger than those of EUV photoevaporation rates (Hollenbach et al. 1994, Font et al.

2004, Tanaka et al. 2013). In Chapter 2, we perform the first radiation hydrodynamics simulations to

investigate disk photoevaporation driven by FUV emitted from the central star. Radiative transfer

and detailed chemistry are solved in a self-consistent manner to derive photoevaporation rates.

As well as FUV and EUV, significant X-ray emission is observed from young stars. The X-rays

heat disk medium to a large column comparable to FUV and hence have a potential to yield a signif-

icantly larger mass loss rate compared to EUV. Photoevaporation excited by X-ray irradiation from

central young stars has also been studied (Alexander et al. 2004, Ercolano et al. 2008, Gorti and

Hollenbach 2008, Ercolano et al. 2009, Gorti and Hollenbach 2009, Owen et al. 2010, 2012, Wang and

Goodman 2017). Alexander et al. (2004), Ercolano et al. (2008, 2009), and Gorti and Hollenbach

(2009) adopt a similar hydrostatic method; photoevaporation rates are estimated by determining the
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thermal and chemical structure of PPDs without solving hydrodynamics. However, the conclusions

are divergent regarding the significance of X-ray on photoevaporation. Alexander et al. (2004) and

Gorti et al. (2009) have shown that X-ray is ineffective or, at least, has only a minor effect to drive

photoevaporation compared to FUV or EUV, while Ercolano et al. (2008, 2009) have concluded that

X-ray can cause a significant mass loss comparable to FUV photoevaporation rates. Owen et al.

(2010, 2012) performed hydrodynamics simulations based on the chemistry calculations of Ercolano

et al. (2009). The temperatures of gas heated by X-rays are given as a function of the ionization

parameter. The resulting X-ray photoevaporation rate is of the order of 10−8 M⊙ yr−1 and is con-

sistent with that estimated in Ercolano et al. (2009). Note that the most effective component on

driving photoevaporation appears to be the photons with ≲ 0.1 keV according to Table 1 of Ercolano

et al. (2009), although X-ray is defined as 0.1 keV < hν < 10 keV photons in Ercolano et al. (2009).

Unfortunately, none of these studies treat hydrodynamics, radiative transfer, and chemistry in a

self-inconsistent manner. Dynamics can affect radiative transfer and chemistry by varying optical

depth and chemical/thermal structure of the disk, and vice versa. Using a self-consistent method

is important to investigate photoevaporation of PPDs. Wang and Goodman (2017) first conducted

X-ray photoevaporation with self-consistent radiation hydrodynamics simulations, solving nonequi-

librium chemistry. There, X-ray has been concluded to be ineffective on driving photoevaporation.

However, X-ray energy is assumed to be 1 keV in Wang and Goodman (2017). Since the chemical

and thermal effects of X-ray depend on the X-ray energy, considering multi-energy X-ray irradia-

tion is essential to discuss the effectiveness of X-ray. In Chapter 3, we perform the first radiation

hydrodynamics simulations with self-consistent thermochemistry, incorporating multi-energy X-ray

irradiation.

Photoevaporation works as a mass loss process with accretion at the same time. Photoevapora-

tive winds strip the mass off from the disk surface while disk materials fall onto the central star.

The typical dispersal time due to accretion is given by the viscous time, but it is longer than the

disk lifetime, especially in the outer region. By contrast, photoevaporation has a sufficiently short

dispersal time even in that region, and therefore it is an essential process to explain the observed

disk lifetimes and evolution (Hollenbach et al. 2000). Several previous studies have taken into ac-

count the mass loss effect of photoevaporation in the 1D hydrodynamics simulations of accretion

disks. The resulting dispersal time is in good agreement with the observed lifetimes (Clarke et al.

2001, Alexander et al. 2006, Owen et al. 2010, Gorti et al. 2015). Besides, in these models, there

is a physical transition in the global evolution of the disk, when accretion rates locally drop below

photoevaporation rates in the later stage. The disk mass is locally lost by photoevaporation instead

of accreting to the inner region at this point. A gap opens at the radius where the accretion rate

lowers below the photoevaporation rate, and the disk is separated in the inner and outer disks. The

inner disk disperses with the short viscous time due to its small size, leaving the outer disk behind.

This can be the formation mechanism of the observed transitional disks. The inner edge of the outer

disk is then exposed to the direct irradiation of the central star, and thus the outer disk disperses

within a short time of ∼ 105 yr (Clarke et al. 2001, Alexander et al. 2006, Owen et al. 2010, Gorti

et al. 2015). This is also consistent with the observational fact that the occurrence of transitional

disks is about 10% in PPDs. Hence, photoevaporation is an essential mass loss process to explain not

only the observed disk lifetimes but also the formation of transitional disks and their short dispersal

time.

Furthermore, photoevaporation is proposed as a key mass loss process that also explains the metal-

licity dependence of the lifetimes (Ercolano and Clarke 2010). The main absorbers of FUV and hard

X-rays are dust grains and metal elements, respectively, and their amounts decrease with decreasing
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metallicity. The photons, therefore, reach a deep interior of PPDs with low metallicities and have

the potential to yield higher mass loss rates as metallicity decreases. Ercolano and Clarke (2010)

(hereafter, EC10) derived the metallicity dependence of X-ray photoevaporation rates by hydrostatic

calculations. The resulting X-ray photoevaporation rates significantly increase with lowering disk

metallicity. The estimated disk lifetimes are correspondingly shorter for lower metallicities and scale

as Z0.52 for 10−2 Z⊙ ≤ Z ≤ Z. The lifetimes are in good agreement with the observational trend of

the disk lifetimes. However, EC10 uses a hydrostatic method and infers photoevaporation rates with

assumptions on the launch velocity and base density. The hydrostatic method is shown to result

in a different photoevaporation rate from that derived by hydrodynamics simulations (Owen et al.

2010), even though it gives a consistent photoevaporation rate within an order of magnitude accu-

racy. Thus, the calculation method possibly affects the resulting slope of the metallicity-dependent

lifetimes. Radiation hydrodynamics studies are necessary to derive the metallicity dependence of

the lifetimes directly. In Chapter 2 and Chapter 3, we perform radiation hydrodynamics simulations

of photoevaporating PPDs, varying disk metallicity. We investigate the UV effects on photoevapo-

ration of PPDs with various metallicities in Chapter 2, and we additionally implement X-ray effects

to examine the variances in the photoevaporation rates and the metallicity dependence from the

case of UV photoevaporation in Chapter 3.

Magnetohydrodynamics Winds

Magnetohydrodynamics (MHD) effects also have significant influences on the evolution of PPDs.

Magnetorotational instability (MRI) (Balbus and Hawley 1991) is considered to be the most promis-

ing origin of the turbulence within the disks (cf. Eq.(1.35)). The turbulence is, in turn, the origin

of the viscosity, and thus MRI is relevant in the global evolution of PPDs. MRI is derived from an

MHD interaction between the magnetized gas in an accretion disk. Supposing a situation where a

weak vertical magnetic field threads disk gas, and some fluid elements are perturbed inward and

outward, the magnetic tension acts as a spring that connects the inner elements to the outer ones.

In a disk where the angular velocity decreases with increasing the radial distance, the inner annulus

moves faster than the outer one. The magnetic tension pulls the inner elements to the direction

opposite to the angular velocity, while it accelerates those of the outer ones. The angular momentum

is transported outward through this effect. Owing to the loss of the angular momentum, the inner

gas moves towards the inner region, while the acquirement of the angular momentum makes the

outer gas move even outwards. This unstable process generates a turbulent motion of the gas in the

disks.

Besides being the origin of turbulence, MRI has been found to drive vigorous winds from disk

surfaces by performing local box simulations of stratified disks (Suzuki and Inutsuka 2009, Suzuki

et al. 2010). The disks become turbulent by the MRI effect, and large-scale channel flows develop

at z ≃ 1.5–2H. The channel flows break up by the magnetic reconnection there, the magnetic fields

carry the mass to both upward and downward directions. The total mass loss rate is as high as

2.5× 10−9 M⊙ yr−1.

The fact that this picture of MRI above is in an ideal-MHD limit, where the magnetic field strongly

couples with the gas, implies that a disk needs to be sufficiently ionized to trigger the turbulent

motion. However, PPDs have large column densities and hence are predominantly neutral in large

regions (∼ 0.1–50 au). MRI may be significantly suppressed especially in the inner, dense regions

(so-called “dead zones”; Gammie 1996). The gas would be partially ionized in the surrounding

regions of the dead zones. In such a partially ionized gas, the magnetic field indirectly interacts

with the neutral component of the gas by collisions between the neutrals and charged species, which
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couple with the magnetic field. Ideal-MHD does not hold in the regions; it is required to introduce

non-ideal MHD effects: Ohmic dissipation, the Hall effect, and ambipolar diffusion, in order to

discuss MRI in a partially ionized gas. Ohmic dissipation accounts for the dissipation of currents,

which generates magnetic fields, due to collisions between charged particles and neutrals. The Hall

effect describes the deflected motions of charged species by the Lorentz force. This effect yields Hall

currents, and the magnetic field is changed by them. Ambipolar diffusion explains decouple of the

charged species and neutrals in motion owing to a poor collision rate. The neutrals slip past the

magnetic fields with which the charged particles couple. These non-ideal MHD effects are dominant

in the regions surrounding the dead zones.

Recent non-ideal MHD studies showed that the low ionization degree of the inner disk indeed

suppresses MRI, but winds can be still centrifugally driven from disk surfaces by the magneto-

centrifugal force (Bai and Stone 2013, Gressel et al. 2015). Since magnetized winds exert a torque on

disks in contrast to photoevaporative winds, the winds may have an essential role to extract the disk

angular momentum. The loss of the angular momentum is indispensable to cause accretion, and the

magneto-centrifugal winds are suggested to be effective as such a mechanism, while hydrodynamics

instabilities, including MRI, are often found to be ineffective in PPDs (Bai 2013, Bai and Stone

2013, Simon et al. 2013b,a, Turner et al. 2014).

Thermal evolution of gas has not yet been considered in the non-ideal MHD simulations above.

It affects the wind kinematics and global evolution of PPDs and thus is worth being incorporated.

Recent studies developed a global model of the winds with incorporating a simplified external thermal

heating (irradiation) as well as the non-ideal MHD effects (Bai 2016, Bai et al. 2016). The mass

loss rate is actually influenced by both the strength of the magnetic field and thermal heating, and

it is characterized by the ratio of sound speed and Alfvén speed at the base. In these studies, it is

found that this “magneto-thermal” winds driven by the total pressure gradient are dominant over

the magneto-centrifugal winds in PPDs (Bai 2017).

Although MHD winds and photoevaporation have been frequently studied independently, the

interplay between photoevaporation and the MHD effects on disk evolution is an important question

for realistic modeling of global PPDs. However, it is highly computationally expensive to self-

consistently solve radiative transfer and chemistry by taking into account the non-ideal MHD effects.

At the time of writing this thesis, Wang et al. (2018) presented global MHD simulations where

radiative transfer, chemistry, and non-ideal MHD are coupled in a consistent manner. When EUV

radiation is disabled in the model, warm molecular flows are driven by the toroidal magnetic pressure

generated by winding the poloidal magnetic field, but not by the magneto-centrifugal force. The

resulting mass-loss rate is comparable to photoevaporation rate (∼ 10−8 M⊙ yr−1). Strengthening

the poloidal magnetic field increases both the mass-loss rate and the accretion rate. Ionization due

to EUV and X-ray at the base is shown to affect the mass-loss rate strongly. It has been concluded

that the dynamical profile of magneto-thermal winds sensitively depends on details of chemistry.

Metallicity effects on the MHD winds remain unknown. The ionization degree of the disk interior

would be dependent on the amounts of dust and metal elements, and can change the magnitude of

the MHD effects. Considering influences of metallicity on the MHD winds may be thus important

for more detailed modeling of the dynamics and thermochemical structure of PPDs.

1.6 Aims and Structure of the Present Thesis

The formation of an astronomical object is always followed by the disappearance of the parental

bodies. Molecular cloud cores and PPDs bear stellar systems and planets inside them while they
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themselves are dispersing. The dispersal time is an important measure to characterize the formation

timescale of the bodies left behind. This holds for the local, present-day star-forming regions but

also for those in high- or low-metallicity environments, such as the inner/outer galaxy and high-

redshift galaxies. Bearing this in mind, we investigate the dispersal processes of molecular cloud

cores and PPDs by photoevaporation in this thesis. We perform a suite of radiation hydrodynamics

simulations, varying the metallicities of the objects. In particular, we derive the mass loss rates,

and derive, if any, the metallicity dependence of the lifetimes. The results of these studies have the

potential to give a number of implications to star and planet formation in the various environments

since the early stage of the universe evolution. This is an indispensable step to explore the evolu-

tionary history of galaxies, including the Milky Way, and hence the origin of our solar system. It

is noteworthy that our studies are ahead of the operation of the next-generation telescopes, which

are currently planned to start operating in the near future, such as the Square Kilometre Array

(SKA), Next Generation Very Large Array (ngVLA), James Webb Space Telescope (JWST), and

other several planet-searching telescopes. They are designed so that they can observe the objects

residing in many different environments. It is expected to obtain brand-new observational results

regarding stellar systems. Our studies are meaningful in this context; the results could be available

as tools to interpret the observed data and to provide a guide into observations with using the

high-performance telescopes.

In Chapter 2, we perform radiation hydrodynamics simulations of photoevaporating PPDs irra-

diated by UV from the central low-mass star. Metallicity of the disks is varied to investigate the

metallicity dependence of photoevaporation rates for giving clues to explain the observational trend

of the PPD lifetimes. In our simulations, the effects of FUV and EUV are incorporated as Yorke

and Welz (1996) and Richling and Yorke (2000), which followed the evolution of a disk irradiated

by a central B star and an external radiation source, respectively, with self-consistent radiation

hydrodynamics simulations. These studies, however, focus on the dispersal process around massive

stars whose luminosities are significantly higher than low-mass stars by several orders of magnitude.

The results would not be directly applicable to photoevaporation of PPDs around low-mass stars.

As for photoevaporation of PPDs irradiated by the central star, this is the first study which imple-

ments both of FUV and EUV effects of the central low-mass star into hydrodynamics simulations.

Our study is also the first for performing self-consistent radiation hydrodynamics simulations. In

addition, we solve nonequilibrium chemistry to calculate accurately the relevant heating/cooling

rates and to determine the temperature distribution. None of the previous studies has adopted this

self-consistent method. Since hydrodynamics, radiative transfer, and chemistry affect each other,

using a self-consistent method is important in the study of PPD photoevaporation. Regarding

metallicity dependence of photoevaporation rates, EC10 approximately derives that of X-ray photo-

evaporation with a hydrostatic method. By contrast, we directly perform radiation hydrodynamics

simulations with including nonequilibrium chemistry. Simultaneous modeling of dynamical evolution

and chemical/thermal structure is essential to accurately model from where and with which speed

photoevaporative flows are launched. Furthermore, we calculate dust temperatures with optical and

IR radiative transfer, taking account of both of the irradiation component and the diffusion compo-

nent. There has been no previous study where dust temperatures are determined with self-consistent

radiative transfer calculations. In the chapter, we run a set of simulations of a disk with different

metallicities and present the resulting photoevaporation rates. Then, the lifetimes are estimated

according to the derived photoevaporation rates. We also develop an analytic model which well

explains the simulation results.

In Chapter 3, we additionally implement X-ray heating and ionization into the simulations pre-
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sented in Chapter 2. As mentioned above, it has been under debate whether or not X-ray heating

is significant to drive photoevaporation; several previous studies have proposed it as an important

heating source to excite photoevaporation (Ercolano et al. 2008, 2009, Owen et al. 2010, 2011a,

2012), while other studies have concluded it to be minor as a photoevaporation driver (Alexander

et al. 2004, Gorti et al. 2009). However, all of these studies adopt a hydrostatic method to estimate

photoevaporation rates, but hydrodynamics simulations are necessary to determine the launch ve-

locity and the base density directly. Wang and Goodman (2017) perform hydrodynamics simulations

with self-consistent thermochemistry, including both UV and X-ray effects. X-ray is concluded to

be minor to drive the winds. However, X-ray is assumed to have single photon energy of 1 keV to

simplify the radiative transfer in the simulations. Since X-ray heating and ionization rates depend on

the photon energy, it is essential to take account of X-ray energy distribution in a thermochemistry

model to rightly discuss the effectiveness of X-ray on photoevaporation. In the chapter, we explore

the significance of X-ray heating and ionization for driving photoevaporation with considering X-ray

energy distribution, and, particularly, we investigate how the X-ray effects change the metallicity

dependence of the UV photoevaporation rates presented in Chapter 2.

In Chapter 4, we extend our scope to the early stage of the stellar system formation; we investigate

the evolution of low-mass molecular cloud cores in GMCs. Such cores are exposed to the intense UV

radiation field by nearby massive OB stars formed in the associated GMC, as observed in the Orion

star-forming regions. The radiation field drives photoevaporation from the surface of the cores and

can dissipate the molecular cloud cores. At the same time, the radiation can drive shocks in the

interior of the cores, compress them, and potentially trigger star formation inside the cores. We

follow these hydrodynamical processes in the chapter. We adopt almost the same computational

methods as those used for PPD photoevaporation in Chapter 2 and Chapter 3, and perform sets of

3D radiation hydrodynamics simulations of cloud photoevaporation caused by UV irradiation from

external massive stars. We aim to derive the cloud lifetimes and their metallicity dependence. The

results can give a number of implications to star formation efficiency and CMFs/IMFs in galaxies.

Especially, we aim to derive the lifetimes of the cores with low metallicities that are applicable to

star-forming regions in high-redshift galaxies.

In Chapter 5, we give the summary and concluding remarks of the thesis.



Chapter 2

Photoevaporation of Protoplanetary Disks

Due to Ultraviolet Irradiation by the Central

Star: Metallicity Dependence

2.1 Overview

Protoplanetary disks are considered to have lifetimes of several million years in the solar neigh-

borhood, but recent observations propose that the disk lifetimes are shorter in low-metallicity en-

vironments. We perform a suite of radiation hydrodynamics simulations of photoevaporation of

protoplanetary disks with a wide range of 10−4 Z⊙ ≤ Z ≤ 10Z⊙ to examine their long-term evolu-

tion of ∼ 10000 years, and the metallicity dependence of photoevaporation rates. Our simulations

self-consistently follow hydrodynamics, extreme- and far-ultraviolet radiative (FUV) transfer, and

nonequilibrium chemistry. We solve the radiative transfer for the stellar irradiation and dust (re-

)emission to determine dust temperatures. We find that since a large amount of dust can efficiently

reduce FUV photons reaching and heating the dense regions of the disk, higher metallicity results in

a lower photoevaporation rate in the range of 10−1 Z⊙ ≲ Z ≲ 10Z⊙. In 10−2 Z⊙ ≲ Z ≲ 10−1 Z⊙,

dust-gas collisional cooling is efficient compared to FUV heating. This suppresses photoevaporation

from the neutral regions, and the resulting photoevaporation rates strongly decrease with decreas-

ing metallicity. EUV heating associated with H I photoionization dominantly heats disk gas at

10−4 Z⊙ ≤ Z ≲ 10−2 Z⊙, and thus photoevaporation rates are largely independent of metallicity.

The derived lifetimes are consistent with observations, implying FUV photoevaporation can be a

cause to produce a metallicity-dependent trend in disk lifetimes. We develop a semi-analytic model

that accurately describes the profile of photoevaporative flows and the metallicity dependence of the

mass-loss rates.

The contents in this chapter are based on the published paper, Nakatani et al., the Astrophysical

Journal, Volume 857, p.57–78, 2018 (Nakatani et al. 2018a).

2.2 Methods

We implement radiative transfer and multispecies chemistry into the publicly available code PLUTO

(version 4.1; Mignone et al. 2007) so that we can calculate hydrodynamics of photoevaporating PPDs

with various metallicities. We summarize the implemented processes with reviewing basic physics

relevant to the study in this section.
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2.2.1 Numerical Setup

We perform radiation hydrodynamics simulations of photoevaporating PPDs illuminated by the UV

radiation from the central star. Disk metallicity is varied in a broad range of 10−4 Z⊙ ≤ Z ≤ 10Z⊙.

The central star is a young PMS star with the mass of M∗ = 0.5 M⊙, FUV luminosity LFUV =

3 × 1032 erg s−1, and EUV emission rate ΦEUV = 6 × 1041 s−1. The UV luminosities may be also

dependent on metallicity, but we do not take into account such variation. Our focus is on the

effects of heavy elements and dust amount on photoevaporation and PPD lifetimes. Other stellar

parameters are fixed throughout our simulations for the same reason. It has been proposed that

X-rays can also drive strong photoevaporation (Alexander et al. 2004, Ercolano et al. 2008, 2009,

Gorti and Hollenbach 2008, 2009, Owen et al. 2010, 2012), but X-ray effects are not included in this

chapter. Here we discuss the metallicity dependence of photoevaporation caused by UV irradiation

from the central star. X-ray photoevaporation is studied in Chapter 3.

We construct a multispecies chemistry model based on Omukai (2000) and Omukai et al. (2005,

2010). The chemical network is the same at all metallicities, but we change the amounts of the

heavy elements and dust grains contained in the disk medium. The gas is composed of seven

chemical species: H I, H II, H2, O I, C II, CO, and electron. Henceforth, we term H I, H II, and H2

“H-bearing species”; and CO, O I, and C II “metal species”. We give the amounts of dust grains and

the gas-phase heavy elements in proportion to the relative metallicity Z/Z⊙. The ISM values are

adopted for the elemental abundances of the gas-phase carbon and oxygen, and for the dust-to-gas

mass ratio DG at Z = 1Z⊙:

yC = 0.927× 10−4 Z/Z⊙, (2.1)

yO = 3.568× 10−4 Z/Z⊙, (2.2)

DG = 0.01× Z/Z⊙, (2.3)

respectively (Pollack et al. 1994, Omukai 2000). *1 We list the input parameters in Table 2.1.

Table 2.1 Properties of the Model

Stellar parameters

Mass (M∗) 0.5M⊙

Radius (R∗) 2R⊙

FUV luminosity (LFUV) 3× 1032 erg s−1

EUV emission rate (ΦEUV) 6× 1041 s−1

Gas/dust properties

Gas species H I, H II, H2, CO, O I, C II, e–

Carbon abundance (yC) 0.927× 10−4 × Z/Z⊙

Oxygen abundance (yO) 3.568× 10−4 × Z/Z⊙

Dust-to-gas mass ratio (DG ) 0.01× Z/Z⊙

*1 The abundance of species i is defined as the ratio of its number density to hydrogen nuclei number density:
yi ≡ ni/nH. We use chemical symbol notation for elemental abundances and Romanian notation for chemical
abundances. For instance, yC and yCI indicate the elemental abundance of carbon and the chemical abundance
of neutral carbon atoms, respectively. This is also the case for density and column density.
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2.2.2 Basic Formulae

The simulations are performed on 2D spherical polar coordinates (r, θ). We follow the time evolution

of the gas density ρ; all the three components of velocity v = (vr, vθ, vϕ); the gas internal energy,

including relevant heating and cooling; and the chemical abundances y, including advection and

chemical reactions. The governing equations are

∂ρ

∂t
+∇ · ρv = 0, (2.4)

∂ρvr
∂t

+∇ · (ρvrv) = −∂P
∂r

− ρ
GM∗

r2
+ ρ

v2θ + v2ϕ
r

, (2.5)

∂ρvθ
∂t

+∇ · (ρvθv) = −1

r

∂P

∂θ
− ρ

vθvr
r

+
ρv2ϕ
r

cot θ, (2.6)

∂ρvϕ
∂t

+∇l · (ρvϕv) = 0, (2.7)

∂E

∂t
+∇ · (Hv) = −ρvr

GM∗

r2
+ ρ (Γ− Λ) , (2.8)

and
∂nHyi
∂t

+∇ · (nHyiv) = nHRi. (2.9)

Here P denotes the gas pressure; G is the gravitational constant; E and H are the total energy and

enthalpy per unit volume, respectively; Γ is a heating rate per unit mass (specific heating rate), and

Λ is a cooling rate per unit mass (specific cooling rate); the chemical abundances are denoted by

yHI, yHII, yH2
, yCO, yOI, yCII, and ye for each of the species; and Ri is the total reaction rate for the

corresponding chemical species i. The incorporated chemical reactions are described in Table 2.2.

The self-gravity of the disk is not considered because it is generally weaker than the central star’s

gravity in a cool disk with the typical mass of Mdisk/M∗ ∼ 10−2.

Table 2.2: The List of the Chemical Reactions Incorporated in Our

Simulations

Label Reaction Rate Coefficient Reference

k1 H+ e −−→ H+ + 2 e exp[−32.71396786 1

+13.536556 lnTeV

−5.73932875 (lnTeV)
2

+1.56315498 (lnTeV)
3

−0.2877056 (lnTeV)
4

+3.48255977× 10−2 (lnTeV)
5

−2.63197617× 10−3 (lnTeV)
6

+1.11954395× 10−4 (lnTeV)
7

−2.03914985× 10−6 (lnTeV)
8]

k2 H+ + e −−→ H+ γ exp[−28.6130338 1

−0.72411256 lnTeV

Continued
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Table 2.2 Continued

Label Reaction Rate Coefficient Reference

−2.02604473× 10−2 (lnTeV)
2

−2.38086188× 10−3 (lnTeV)
3

−3.21260521× 10−4 (lnTeV)
4

−1.42150291× 10−5 (lnTeV)
5

+4.98910892× 10−6 (lnTeV)
6

+5.75561414× 10−7 (lnTeV)
7

−1.85676704× 10−8 (lnTeV)
8

−3.07113524× 10−9 (lnTeV)
9]

k12 H2 + e −−→ 2H+ e 4.4× 10−10 T 0.35 exp(−1.02× 105/T ) 1

k13 H2 +H −−→ 3H kH(kL/kH)
a, 1

kL ≡ 1.12× 10−10 exp(−7.035× 104/T ),

kH ≡ 6.5 × 10−7/
√
T exp(−5.2 ×

104/T )(1− exp(−6000/T ))

logncr ≡ 4− 0.416 log(T/1.0× 104)− 0.327(log(T/1.0× 104))2,

a ≡ (1 + nH/ncr)
−1

k19 3H −−→ H2 +H 5.5× 10−29/T 1

k20 2H+H2 −−→ 2H2 Rk19/8 1

k21 2H2 −−→ 2H+H2 kH(kL/kH)
a, 1

kL ≡ 1.18× 10−10 exp(−6.95× 104/T ),

kH ≡ 8.125 × 10−8/
√
T exp(−5.2 ×

104/T )(1− exp(−6000/T )),

logncr ≡ 4.845− 1.3 log(T/1.0× 104) + 1.62(log(T/1.0× 104))2,

a ≡ (1 + nH/ncr)
−1

k22 2H −−→ H+ + e +H 1.7× 10−4 Rk1 1

k23 2H
dust−−−→ H2 6.0× 10−17

√
T/300 fa (Z/Z⊙) 1

×[1.0 + 4.0 × 10−2
√
T + Tdust + 2.0 ×

10−3T + 8.0× 10−6T 2]−1,

fa ≡ [1.0+exp(7.5× 102(1/75−T−1
dust))]

−1

p1 H + γ −−→ H+ + e RIonize (cf. Eq.(2.21)) -

p2 H2 + γ −−→ 2H RH2,diss (cf. Appendix 2.2.4) 2

p3 CO + γ −−→ C+ +O RCO,diss (cf. Appendix 2.2.4) 3

k24 C+ +O −−→ CO RCO,form (cf. Appendix 2.2.4) 4

Note: Here TeV is the gas temperature in eV, T is the gas temperature in K, and Tdust is the dust

temperature in K; References: (1) Omukai (2000), (2) Draine and Bertoldi (1996), (3) Lee et al.

(1996), (4) Nelson and Langer (1997)
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The azimuthal component of the hydrodynamics equations is discretized in an angular momentum

conserving form. This apparently distinguishes the divergence operator of the component from those

of other components, as Eq.(2.7). Let F an arbitrary vector. The divergence operators are calculated

as

∇ · F =
1

r2
∂

∂r
r2 Fr +

1

r sin θ

∂

∂θ
sin θ Fθ, (2.10)

∇l · F =
1

r3
∂

∂r
r3 Fr +

1

r sin2 θ

∂

∂θ
sin2 θ Fθ. (2.11)

The angular momentum transfer due to the viscous stress is not included. The viscous timescale is

much longer than the dynamical timescale within which we solve the time evolution.

The governing equations are closed by giving the equation of state (EOS). We use the EOS for an

ideal gas

e =
kT

µmu(γ − 1)
, (2.12)

P =
ρkT

µmu
, (2.13)

where e is the specific energy of the gas, γ is the adiabatic index, k is the Boltzmann constant,

T is the gas temperature, µ is the mean molecular weight, and mu is the atomic mass unit. The

adiabatic index is given by

γ = 1 +
yHI + yHII + yH2

+ ye
3

2
yHI +

3

2
yHII +

5

2
yH2

+
3

2
ye

. (2.14)

The contribution from the heavy elements can be neglected in Eq.(2.14) because of their negligible

abundances. The EOS provides the explicit form of E and H

E =
1

2
ρv2 + ρe =

1

2
ρv2 +

P

γ − 1
, (2.15)

H = E + P =
1

2
ρv2 +

γP

γ − 1
. (2.16)

The computational domain spreads on r = [1, 400] au and θ = [0, π/2] rad. The outer radial extent

is set to be larger compared to typical values in previous studies so that we can avoid the spurious

reflection of outflows at the boundary (see the discussion in Section 2.4.4). In practice, the disk

seamlessly exists in the sink region of our computational domain (r < 1 au). The disk medium there

absorbs stellar photons to reduce those reaching the r > 1 au region. This effect is approximately

incorporated in our simulations. We assume that the density is radially uniform in the sink and is

equal to the value at the innermost cell. The column densities of the sink is given as N sink
i = sni,m,

where s is the sink size (1 au) and ni,m is the innermost density of the chemical species i. We reduce

the stellar fluxes incident on the computational domain by the approximate sink column densities.

The disk is axisymmetry around the rotational axis (θ = 0) and is symmetry with respect to the

midplane (θ = π/2). The computational domain is logarithmically spaced with 128 cells in the radial

direction, and is uniformly spaced with 80 cells for each of θ = 0–1 rad and θ = 1–π/2 regions in the

meridional direction. We use the high-spacial resolution for the 1 ≤ θ ≤ π/2 to resolve the small

scale-height of PPDs and the launch points of photoevaporative flows (the so-called base).

The effective gravitational radius is ≃ 1.4(M∗/M⊙) au for an ionized gas with a typical tempera-
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ture of T = 104 K (Liffman 2003). It is smaller than the sink size of our computational domain for

a 0.5M⊙ star. Thus, we could miss the mass loss due to photoevaporative flows in the sink region,

if excited. However, the base density profile of the ionized flows is anticipated to scale with ∝ R−1.5

(Tanaka et al. 2013), where R is the distance in the cylindrical polar coordinates. (We will show

below that the profile actually has a similar scaling.) The outer region has a more contribution

than the inner region with this scaling. The contribution from the sink region is a tiny fraction of

the total photoevaporation rates. This is confirmed by additional test simulations where the inner

boundaries are set to rinner = 0.1, 0.35, 0.5 au; the simulation results have shown that the mass loss

from the inner region (R ≤ 10 au) is responsible for only about a few percents of the total. This

justifies using the inner boundary slightly larger than the effective gravitational radius.

Note that the inner (< 1 au) disk could have an important effect on shielding the direct EUV

photons. If the inner disk in the sink region were able to completely attenuate the direct stellar

photons, only the diffuse photons would reach the outer disk surface in the computational domain.

We have found, in the simulations with the smaller inner boundaries, that the direct EUV actually

reaches the > 1 au region, and heats/ionizes the gas there as in the simulations with the fiducial

value of the inner boundary. The resulting photoevaporation rates thus hardly vary with the sink

size, at least for 0.1 au ≤ rinner ≤ 1 au.

2.2.3 Heating and Cooling

For photoheating sources, we implement photoionization heating associate with EUV absorption by

atomic hydrogen, and we also implement grain photoelectric heating followed by FUV absorption of

dust grains.

The absorption of the direct EUV from the central star is considered. The radiative transfer

equation for the absorption is
1

r2
∂

∂r

(
r2Fν

)
= −nHIσνFν , (2.17)

where ν is an EUV photon frequency, Fν is the specific number flux of the direct EUV field, nHI is the

atomic hydrogen density, and σν is the absorption cross section of H I. We adopt the approximated

absorption cross-section

σν = 6.3× 10−18

(
hν

hν1

)−3

cm2, (2.18)

(e.g., Osterbrock and Ferland 2006). In Eq.(2.18), ν1 is the Lyman limit frequency (hν1 ≃
13.6 eV;λ1 ≡ c/ν1 ≃ 91.2 nm). The solution of Eq.(2.17) is analytically calculated as

Fν(r, θ, t) =
ΦEUV

4πr2
exp [−σνNHI] , (2.19)

where NHI = NHI(r, θ, t) is the column density of atomic hydrogen measured from the stellar surface

NHI(r, θ, t) ≡
∫
dr′ nHI(r

′, θ, t). (2.20)
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Eq.(2.19) provides the photoionization rate and the associated heating rate

RIonize = yHI

∫ ∞

ν1

dν σνFν , (2.21)

ΓEUV =
nHI

ρ

∫ ∞

ν1

dν σνh(ν − ν1)Fν , (2.22)

respectively. We assume a black body spectrum for the SED of the EUV. The effective tem-

perature is set to Teff = 104 K, which yields the total stellar EUV emission rate of ΦEUV ≃
1.5× 1041(R∗/R⊙)

2 s−1. The frequency-integration range is divided into 81 bins.

In our simulations, the photoelectric heating rate is provided by the analytic formula of Bakes and

Tielens (1994) (hereafter BT94). The Mathis-Rumpl-Nordsieck (MRN) distribution (Mathis et al.

1977) is assumed for the dust model to derive the heating rates. The size distributions of small

carbon grains including polycyclic aromatic hydrocarbons (PAHs) follow the MRN distribution in

the model. We note that observations suggest significantly lower PAH abundances around T Tauri

stars by typically several tens of times than the ISM value (Geers et al. 2007, Oliveira et al. 2010,

Vicente et al. 2013), although there are large uncertainties in the estimated values. We investigate

the effects of the PAH abundance on disk photoevaporation rates in Section 2.4.3. The photoelectric

heating function is

Γpe = 10−24 erg s−1 ϵpeGFUV
nH
ρ

Z

Z⊙
, (2.23)

ϵpe =

[
4.87× 10−2

1 + 4× 10−3 γ 0.73
pe

+
3.65× 10−2(T/104 K)0.7

1 + 2× 10−4 γpe

]
, (2.24)

where ϵpe is the photoelectric effect efficiency and γpe is the ratio of the dust/PAH photoionization

rate to the dust/PAH recombination rate. The ratio is provided by γpe ≡ GFUV

√
T̃ /ñe, where

T̃ = (T/1K) and ñe = (ne/1 cm
−3). The photoelectric effect efficiency measures the ratio of

the gas heating rate to FUV absorption rate of the grains. In Eq.(2.23), GFUV is the FUV flux

(6 eV < hν < 13.6 eV) normalized by the averaged interstellar flux FISRF = 1.6× 10−3 erg cm−2 s−2,

and is calculated as GFUV = LFUV e
−1.8AV/(4πr2 FISRF). The last factor Z/Z⊙ in Eq.(2.23) accounts

for the reduction of the grain amount with decreasing metallicity.

For cooling processes, we include radiative recombination cooling of H II (Spitzer 1978), Lyα

cooling of H I (Anninos et al. 1997), fine-structure line cooling of O I and C II (Hollenbach and McKee

1989, Osterbrock 1989, Santoro and Shull 2006), molecular line cooling of H2 and CO (Galli and

Palla 1998, Omukai et al. 2010), and dust-gas collisional cooling (Yorke and Welz 1996). We neglect

other collisional excited lines (CELs) which can be coolants in H II regions. Possible influences this

simplification could yield are discussed in Section 2.4.6.

Dust-Gas Collisional Cooling

Heat is transferred via collisions between dust and gas. This effect works as cooling or heating for

gas. We use the dust-gas collisional cooling function presented in Yorke and Welz (1996)

Λdust = −4πa2dust cs
nH
ρ

(
ρdust
mdust

)
k(T − Tdust)

Z

Z⊙
, (2.25)

where adust, ρdust, mdust, and Tdust are the mean dust size, dust density, mean dust mass, and dust

temperature, respectively. The parameters are set to adust = 5× 10−6 cm and mdust = 1.3× 10−15 g

(Yorke and Welz 1996).
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Atomic and Molecular Line Cooling

Radiative recombination cooling of H II, Lyα cooling of H I, C II line cooling, O I line cooling, H2

line cooling, and CO line cooling are implemented as the coolants of gas.

In H II regions, free electrons recombine to various energy levels of hydrogen. The electrons in

excited states quickly go down to lower-energy states with emitting lines (radiative recombination).

This works as cooling in H II regions. Approximately two-thirds of the electron energy ∼ kT is lost

through this process (e.g., Spitzer 1978). In the simulations, the radiative recombination cooling

rate is given as

Λrec = 0.67 kT Rk2 ne nHIIρ
−1, (2.26)

where Rk2 is the recombination coefficient (the reaction labeled “k2” in Table 2.2).

In a hot environment where atomic hydrogen exists, the energetic collisions excite neutral hydrogen

atoms, and then the atoms de-excite through Lyα photon emission. Hereafter, we simply call it Lyα

cooling. We adopt the Lyα cooling function of in Anninos et al. (1997)

ΛLyα = ξLyαnenHIρ
−1, (2.27)

ξLyα =
7.5× 10−19e−118348/TK

1 +
√
TK/105

erg cm3 s−1, (2.28)

where TK is gas temperature in the unit of Kelvin.

Table 2.3 Fine-Structure Line Parameters of C II and O I

Species j → i νij (Hz) Aij ( s
−1) γe

ij ( cm
3 s−1) γHI

ij ( cm3 s−1) Reference

C II 2→ 1 1.9× 1012 2.4× 10−6 2.8× 10−7 T−0.5
2 8.0× 10−10 T 0.07

2 1,2

O I 2→ 1 4.7× 1012 8.9× 10−5 1.4× 10−8 9.2× 10−11 T 0.67
2 1,3

O I 3→ 1 – 1.0× 10−10 1.4× 10−8 4.3× 10−11 T 0.80
2 1,3

O I 4→ 1 – 6.3× 10−3 1.0× 10−10 1.0× 10−12 1,3

O I 5→ 1 – 2.9× 10−4 1.0× 10−10 1.0× 10−12 1,3

O I 3→ 2 2.1× 1012 1.7× 10−5 5.0× 10−9 1.1× 10−10 T 0.44
2 1,3

O I 4→ 2 – 2.1× 10−3 1.0× 10−10 1.0× 10−12 1,3

O I 5→ 2 – 7.3× 10−2 1.0× 10−10 1.0× 10−12 1,3

O I 4→ 3 4.7× 1014 7.3× 10−7 1.0× 10−10 1.0× 10−12 1,3

O I 5→ 3 – 0 1.0× 10−10 1.0× 10−12 1,3

O I 5→ 4 5.4× 1014 1.2 0 0 1,3

Note: Here, T2 ≡ T/100K. The labels i, j indicate the energy levels of the species, the corresponding

frequency of the energy difference between levels i and j is represented by νij , Aij is an Einstein A coefficient,

and γλ
ij is the rate of collisions with a species λ. We define the labels of energy levels as following: 2P1/2 of

C II (label 1), and 2P3/2 of C II (label 2), respectively. 3P2 of O I (label 1), 3P1 of O I (label 2), 3P0 of

O I (label 3), 1D2 of O I (label 4), and 1S0 of O I (label 5), respectively.

Reference: (1) Osterbrock (1989), (2) Santoro and Shull (2006), (3)Hollenbach and McKee (1989).

Spontaneous emission associated with the fine-structure transitions of C II and O I works as

coolants. The total cooling rate of each species is given as

ΛX =
nX
ρ

∑
j

xj
∑
j>i

Aji∆Eji . (2.29)
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The label X indicates either of C II or O I, xj is the level population at j, and ∆Eji (∆Eji = hνji)

is the energy difference between levels i and j. The level populations are determined by solving the

simultaneous equations of statistical equilibrium

xi
∑
j ̸=i

cij =
∑
i ̸=j

xjcji, (2.30)

where

cij ≡

 Aij +
∑

λ γ
λ
ij nλ for (i > j)∑

λ γ
λ
ij nλ for (i < j)

. (2.31)

We treat these line emissions as optically thin for simplicity in this study. Therefore, we omit

the calculations of an escaping probability, excitation due to absorption of external radiation, or

de-excitation due to induced radiation in Eq.(2.31). Regarding O I cooling, we do not explicitly

take into account O I photoionization in our chemistry model. Atomic oxygen might be ionized

in H II regions, and this would reduce the O I cooling rate. We approximately incorporate this

effect into the O I cooling rate by setting O I abundance to yOI (1− yHII) in H II regions. This

approximation could be justified by the similar ionization potentials of atomic hydrogen and atomic

oxygen. It would be necessary to treat O I photoionization in detail to model the chemical structure

of oxygen. However, adiabatic cooling is dominant in H II regions, and thus this simplification would

have little effect on our results.

Line emission associated with rovibrational transitions of H2 and CO molecules also work as

coolants for gas. The cooling rates can be calculated in the same manner as C II and O I line

cooling with Eq.(2.29), but in order to save computational cost, we give the cooling rates by using

the analytic formula of Galli and Palla (1998) for H2 cooling and the tabulated values provided by

Omukai et al. (2010) for CO cooling.

2.2.4 Chemistry Model

We list the chemical reactions incorporated into our simulations in Table 2.2. The chemical network

consists of not only collisional reactions but also photochemical reactions: H I photoionization by

EUV, H2 and CO photodissociation by FUV.

H2 Photodissociation

FUV photons with 11.2 eV ≲ hν ≲ 13.6 eV pump up H2 molecules to an upper electronic bound

state by absorption. The excited molecules go back to an excited vibrational state of the ground

electronic state accompanied by fluorescence emission, or to a continuum vibrational state of the

ground electronic state. The molecules going to the bound vibrational state hold the molecular form,

while other molecules going to the continuum vibrational state dissociate to form two hydrogen

atoms. These transitions are followed by fluorescence emission. Approximately 10–15% of pumped-

up H2 molecules dissociates through this processes.

Dust grains and H2 molecules themselves are the main absorbers for the dissociating FUV. The

shielding effect by H2 is called self-shielding. We use the functions described in Draine and Bertoldi

(1996) to give H2 photodissociation rates in which the self-shielding is taken into account,

RH2,diss = fshield(NH2) e
−τd,1000 Idiss nH2 . (2.32)
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In the equation, τd,1000 is optical depth of dust at the wavelength of 1000 Å, and Idiss ≃ 4 ×
10−11G∗ s

−1, where G∗ is the unattenuated FUV flux G∗ = LFUV/(4πr
2FISRF), is the unshielded

photodissociation rate. The self-shielding function fshield is

fshield =


1 for NH2

≤ N0(
NH2

N0

)−0.75

for NH2
≥ N0

, (2.33)

where N0 ≡ 1014 cm−2.

CO Photodissociation

FUV photodissociates CO molecules with similar processes to H2 photodissociation, and it is also

a line process. FUV is attenuated by dust absorption and the self-shielding effect of CO once the

CO column density gets high. In addition, H2 molecules can protect CO from photodissociation

because of line overlap. Note that since H2 is more abundant than CO, this effect of line overlap

can significantly contribute to shielding.

We use a function provided by Lee et al. (1996) which gives CO photodissociation rate by taking

account of the shielding effects

RCO,diss = G∗ pdiss nCOΘ1(NCO)Θ2(NH2
)Θ3(AV), (2.34)

where pdiss = 1.03× 10−10 s−1 is the unshielded CO photodissociation rate. The factors Θ1,Θ2, and

Θ3 account for the effects of the self-shielding, the H2 shielding, and the dust shielding, respectively.

The values of these shielding functions are tabulated in Lee et al. (1996).

Carbon Chemistry

Following Richling and Yorke (2000), we assume that carbon atoms produced by CO photodissocia-

tion are rapidly ionized by FUV photons. This assumption is based on the fact that the dissociation

energy of CO molecules is similar to the ionization energy of carbon atoms. Thus, in our simulations,

the CO photodissociation front is identical to the ionization front of atomic carbon.

For the reverse reaction of CO photodissociation and subsequent photoionization, we include a

CO-production reaction modeled by Nelson and Langer (1997). In the simplified model, hydrocarbon

radicals trigger CO formation with the reaction of C+ + H2 −−→ CH2
+ + γ (reaction rate; k0 =

5×10−16 cm3 s−1). The hydrocarbon ion CH2
+ is rapidly converted to CH and CH2 by ion-molecule

reactions with H2 molecules and dissociative recombination with electrons. Then, CO molecules

are produced by the reaction between the hydrocarbon radicals and atomic oxygen (reaction rate;

k1 = 5 × 10−10 cm3 s−1). At the same time, the produced hydrocarbons are photodissociated to

become ions (dissociation rate; ΓCHx). Consequently, the net formation rate of CO molecules per

unit volume is

RCO,form = k0 nCII nH2

k1nOI

k1nOI + ΓCHx

, (2.35)

(see, e.g., Nomura and Millar (2005), for a detailed derivation). The dissociation rate of hydrocarbons

ΓCHx
is set to five times of the CO dissociation rate. These approximations above greatly save

computational costs. We have checked the validity of using the simplified chemical network for

carbon by postprocess calculations with C I photoionization. The results show that the structure of

C I and CO regions is not significantly changed, other than it forms a geometrically thin C I region.

The thickness of C I region is less than ∼ 10% of the C II and CO region thicknesses.
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2.2.5 Radiative Transfer

Radiative transfer calculations are performed to determine the photochemical reaction rates, photo-

heating rates, and dust temperatures in a self-consistent manner. We update the column densities

at each timestep. Ray-tracing is used for the radiative transfer for UV. The diffuse EUV component

is neglected, and the case B recombination is used instead. The diffusion component is expected to

be less effective to drive EUV photoevaporation compared to the direct component (Tanaka et al.

2013), as discussed in Section 2.3.3. We do not take into account EUV absorption by dust grains.

It is not effective to absorb the EUV photons in our computational domain with the adopted EUV

luminosity. *2 FUV flux is used in the calculations of photoelectric heating rates, H2 photodisso-

ciation rates, and CO photodissociation rates. The self-shielding effects of H2 and CO molecules

are incorporated as described above. The column densities of these species are also updated at

each timestep. A concrete description of radiative transfer for FUV and EUV is given in detail in

Section 2.2.3.

Radiative transfer is solved for both of the direct and diffuse components to determine the dust

temperatures. A hybrid scheme is adopted; ray tracing is used to calculate the radiative transfer for

the direct component (stellar irradiation), while a flux-limited-diffusion (FLD) approximation is used

to solve the radiative transfer of the diffusion component coming from thermal (re-)emission by dust.

The radiation transport module of Kuiper et al. (2010) is used for the radiative transfer calculations.

The temperature distribution of dust can be accurately modeled even in an optically-thick region

with the hybrid scheme (Kuiper and Klessen 2013). Strictly speaking, the FLD approximation is

not valid in optically-thin disk wind regions (AV < 1). However, the stellar irradiation component

dominates the local radiation field there. The base region (AV ∼ 1) is optically thin to the diffusion

component although it partially attenuates the direct component. The dust temperatures in such

region are largely set by the direct irradiation as the wind region. We have explicitly checked that

including the diffusion component does not change the derived dust temperatures. The difference

is only ∼ 2% on average, and at most 6%. Therefore, it is concluded that our radiative transfer

calculations can model an accurate temperature distribution of dust grains. We use the opacity

table provided by Draine and Lee (1984) for the radiative transfer calculations.

2.2.6 Initial Conditions

In our model, the disk is initially fully molecular, viz. the gas consists of H2 and CO molecules at

t = 0.

We set the initial temperatures of dust and gas to T = Tdust = 100K (R/1 au)
−1/2

(e.g., Kenyon

and Hartmann 1987), except for the Z = 10−4 Z⊙ case. In the case of Z = 10−4 Z⊙, we first update

the thermochemical structure, fixing the density distribution, for ∼ 1Myr, and then, we allow the

gas to move hydrodynamically. The temperatures of gas and dust do not couple within the timescale

of interest, which would be unrealistic, without this procedure.

*2 The EUV luminosity yields the maximum density at the ionization front of nH ∼ 106 cm−3 in the innermost
region of the computational domain. Atomic hydrogen H I with this density becomes optically thick to EUV
within the length of ∼ 0.1 au at the ionization front. The corresponding H I column density is approximately
NHI ∼ 1018 cm−2. Dust becomes effective to absorb EUV photons at much higher column densities (NH ∼
1021 cm−2). Therefore, the assumption of effectively optically thin dust is valid for NH ∼ 1018 cm−2.
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As the initial condition, we give the density distribution of a stratified, hydrostatic disk

nH = n0

(
R

1 au

)−9/4

exp

[
− z2

2H2

]
, (2.36)

In the equation, the distance and the height in 2D cylindrical polar coordinates are denoted by R

and z, respectively. They are related to r and θ as (R, z) = (r sin θ, r cos θ). The midplane density

at 1 au, n0, is set to n0 = 1014 cm−3 in our model. In Eq.(2.36), the corresponding surface density

Σ(≃
√
2πhρm; ρm is the midplane density structure) has the profile of Σ ∝ R−1. The top panel of

Figure 2.1 show the initial density distribution.

2.3 Results

Hydrogen atoms absorb EUV photons and eject thermalizing electrons. This works as the dominant

photoheating source in H II regions. Dust grains are dominant absorbers for FUV photons. They

eject thermalizing electrons by the photoelectric effect. This heating mechanism is referred to grain

photoelectric heating, and it dominantly heats the neutral (H I , H2) regions in PPDs. Hereafter, we

simply refer to EUV photoionization heating as EUV heating and FUV photoelectric heating as FUV

heating. We observe photoevaporative flows driven by these photoheating in the simulations. The

different photoheating sources yield physically different winds. We discuss the physical properties

of photoevaporating PPDs with solar metallicity in Section 2.3.1 and with different metallicities in

Section 2.3.2. Then, we examine metallicity dependence of the mass-loss rates in Section 2.3.3. In

Section 2.3.4, we construct a semi-analytical model to understand the results of our simulations.

2.3.1 Solar-Metallicity Disk Structure

2.3.1.1 Structures of Density, Velocity, and Temperature

The ionized photoevaporative flows are driven by EUV heating, whereas the neutral photoevapo-

rative flows are driven by FUV heating (Figure 2.1). In order to confirm that FUV is actually the

cause to excite the neutral flows, we run a simulation in which we first enable FUV heating but is

disabled at t = tc ≡ 100 au/1 km s−1 ≃ 4.74×102 yr. The simulation shows the disappearance of the

neutral flows soon after FUV heating is disabled. Thus, FUV has been confirmed to be the driver of

the neutral photoevaporative flows in our simulations. Some of the previous studies have predicted

the excitation of photoevaporative flows by FUV heating (Gorti and Hollenbach 2009, Owen et al.

2012). Our hydrodynamics simulations directly have demonstrated it for the first time. Note that

we do not include X-rays, which can also drive neutral flows (Alexander et al. 2004, Ercolano et al.

2008, 2009, Gorti and Hollenbach 2008, 2009, Owen et al. 2010, 2012). X-ray photoevaporation is

discussed in Chapter 3.

FUV are able to penetrate the gas columns of NH ≳ 1021 cm−2 for Z = Z⊙, whereas EUV is

capable of penetrating the H I columns of NHI ≳ 1017 cm−2. This indicates that compared to

EUV, FUV generally gets to a denser interior of a PPD and hence drives denser flows. As shown in

Figure 2.1, the neutral photoevaporative flows have the density of nH ∼ 105–107 cm−3, which is a few

orders of magnitude larger than the density of the EUV-driven ionized flows (nH ∼ 103–104 cm−3).

In the H II region, The dominant sources of heating and cooling are EUV heating and adiabatic

cooling associated followed by gas expansion, respectively, in H II regions (the second panel in

Figure 2.2). Radiative recombination cooling is weaker there than adiabatic cooling. The crossing

time of the ionized gas tII ≃ (100 au/30 km s−1) ∼ 16 yr, is shorter than the recombination timescale
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Fig. 2.1 Snapshots of the photoevaporating disk with solar metallicity at t = 0 (top) and
t = 8 tc (bottom), where tc ≡ 100 au/1 km s−1 ≃ 4.74 × 102 yr is the typical crossing time of
the neutral flow over the computational domain. The left half shows the chemical structure
regarding the H-bearing species in each panel. With the color scales shown in the right part,
H II-, H I-, and H2-layers are marked by the different colors of green, white, and blue. The
right half shows the density structure and the velocity of the disk. The arrows represent the
poloidal velocity vp = (vr, vθ) only for |vp| > 0.25 km s−1. The dotted lines are the density
contours with nH = 105 cm−3 (red), 106 cm−3 (black), 107 cm−3 (blue), and 108 cm−3 (purple).

trec ∼ 102 yr (nH/10
4 cm−3)−1. Hydrogen ions get out of the system before they cool gas by radiative

recombination.

The ionized flows have a typical temperature of ∼ 104 K. It corresponds to the gas sound speed

of cs ∼ 10 km s−1. The photoevaporative flows are thermally driven and are accelerated outward

by the pressure gradient. The poloidal velocity vp =
√
v2r + v2θ of the ionized flows reaches a few

times of the sound speed (∼ 30 km s−1) as in Figure 2.1. This result is consistent with the previous

hydrodynamics simulations (Font et al. 2004).

In the neutral region, the dominant heating source is FUV heating, and the dominant coolants

are O I cooling, H2 cooling, and dust-gas collisional cooling. The fine-structure line emission of

O I is the most effective cooling source in between the ionization front and photodissociation front

of hydrogen. Line emission of H2 molecules is the dominant source in the H2 region. Dust-gas



39 2.3 Results

Fig. 2.2 Meridional profiles of physical quantities in the solar-metallicity disk at r ≃ 80 au.
We show the snapshot at t = 8 tc. (Top panel): Temperatures of the gas Tgas and dust
Tdust. (Second panel): Specific heating and cooling rates of photoionization heating (ΓEUV);
photoelectric heating (ΓFUV); dust-gas collisional heating (Γdust); adiabatic heating (Γadi ≡
−P d

dt
(1/ρ) = −(P/ρ)∇ · v); dust-gas collisional cooling (Λdust); line cooling via O I, H2, and

CO (ΛOI, ΛH2 , and ΛCO); and adiabatic cooling (Λadi ≡ P d
dt
(1/ρ) = (P/ρ)∇ · v). (Third

panel): The abundances of the H-bearing species. (Fourth panel): The abundances of the
heavy elements.
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collisional cooling prevails in much larger-density regions. Similar properties are found in previous

studies (e.g., Nomura and Millar 2005, Nomura et al. 2007), although H2 is not included as a coolant.

Our simulations directly show that as well as dust-gas collisional cooling and O I cooling, H2 cooling

can be a dominant coolant in the neutral photoevaporative flows.

Adiabatic heating/cooling is subdominant in the neutral photoevaporative flows in contrast to

the ionized flows. The resulting temperature is of the order of 102–103 K (cs ∼ 1–3 km s−1). Again,

the pressure gradient accelerates the gas outward, and the gas achieves the poloidal velocity of

∼ 1–5 km s−1 while it expands.

2.3.1.2 Hydrogen-bearing Species

We observe the H2 photoevaporative flows in Figure 2.1. The photoevaporative flows wind H2

molecules up from the neutral surface of the disk. It replenishes H2 molecules into the flow region,

making the height of the H2 dissociation front large. Heinzeller et al. (2011), where hydrodynamics

are not directly incorporated, argued that the H/H2 boundary can move upward above a protoplan-

etary disk owing to the advection associated with winds. Our simulations directly show that the H2

photodissociation front is indeed raised by the photoevaporation-driven advection from the dense

interior of PPDs, where H2 molecules abundantly exist.

The fact that the H2 flows remain in the atmosphere implies that dissociating FUV photons

are strongly absorbed by dust and/or H2 molecules themselves at the dissociation front, before

reaching in the interior of the molecular flows. For the self-shielding effect of H2, we use the function

of fshield = min[1, (NH2
/1014 cm−2)−0.75] (Draine and Bertoldi 1996: cf. Eq.(2.33)). The self-

shielding effect becomes important for the H2 column of NH2
≳ 1014 cm−2. Figure 2.3 shows that

the photodissociation front is located at the edge where the shielding factor of the H2 self-shielding

effect (the blue line in the bottom panel of Figure 2.3) sharply declines, i.e. self-shielding effect

becomes strong. Hence, the FUV-driven flows continuously replenish H2 into the flow region, and

the H2 molecules protect themselves from the dissociating photons by the self-shielding effect rather

than dust attenuation.

Studies of PPD chemistry have proposed that the self-shielding effect is effective especially in the

outer regions (e.g., Woitke et al. 2009, Walsh et al. 2012). The location of the photodissociation

front is much higher in our hydrodynamics simulations than in the previous studies. For instance,

the photodissociation front is located at z ≃ 70 au with R = 50 au in the simulation (see Figure 2.1),

while z ∼ 15–20 au at R ≃ 50 au in Woitke et al. (2009). This shows that the chemical structure of

PPDs is strongly influenced by hydrodynamics, and including hydrodynamical effects is important

to model the chemical structure of PPDs accurately.

Above the photodissociation front in Figure 2.1, the medium is optically thin to dissociating FUV

photons, and the balance between the strong (unshielded) photodissociation and the H2 formation on

dust grains determines the H2 abundance there. Below the photodissociation front, H2 molecules are

effectively replenished by advection and are formed on grains. In the H I region, the H2 abundance

is set by the balance between photodissociation and H2 formation catalyzed by dust grains. The H2

abundance remains largely constant in the region and is typically yH2
≲ 10−5.

2.3.1.3 Metal Species

Carbon monoxide molecules are protected against dissociating FUV photons by the self-shielding

effect of CO, H2 shielding, and dust attenuation (see Section 2.2.4 for details). In our simulations,

FUV photons dissociate CO molecules to the columns where the dust shielding factor Θ3(AV)

declines to be small (Figure 2.4). This indicates the dominance of dust as a shielding source for CO
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Fig. 2.3 Radial distributions of the H-bearing species (top panel) and the relevant shielding
factors (bottom panel) along a ray at θ = 46◦. The snapshot is taken at t = 8 tc for the Z = Z⊙
disk. The horizontal axis represents the column density of hydrogen nuclei along the line of
sight from the central star. In the bottom panel, fshield and fd(τd,1000) = e−τd,1000 are the H2

self-shielding and dust attenuation factors against the FUV photons, and fEUV = e−τEUV is
the dust attenuation factor against the EUV photons. The optical depth at the Lyman limit
τEUV is calculated as τEUV ≡ 6.3× 10−18 cm2 ×NHI.

molecules. Thus, the CO photodissociation front is roughly identical to the edge of the FUV-heated

region (see Figure 2.2).

We do not explicitly include the ionization of atomic carbon in our chemistry model but assume

that carbon atoms produced by photodissociation are quickly converted to carbon ions by ionizing

FUV photons. Thus, the ionization front of carbon is embedded in the higher-density region (the

larger θ region in Figure 2.2), compared to the ionization front of hydrogen.

The CO photodissociation front largely corresponds to the edge of the FUV-heated region, and

the height of the CO photodissociation front is similar to those in previous hydrostatic studies, in

contrast to the case of the H2 photodissociation front. For instance, the CO photodissociation front



Chapter 2 UV Photoevaporation of PPDs: Metallicity Dependence 42

Fig. 2.4 Same as Figure 3 except that it examines heavy elements along a different ray at
θ = 69◦. In the bottom panel, Θ1, Θ2, and Θ3 represent the shielding factors against CO
dissociating photons by CO (self-shielding), H2, and dust (see also Appendix 2.2.4 for full
details for these shielding factors).

is located at z ≃ 20 au with R = 50 au in our simulation, while z ∼ 15 au at R ≃ 50 au in Woitke

et al. (2009). Hydrodynamics does not strongly influence the chemical structure of CO molecules as

that of H2 molecules in our model.

2.3.2 Different Metallicities Disks

2.3.2.1 Photoevaporative Flows

the structure of the photoevaporating disks are shown in Figure 2.5 for Z = 100.5 Z⊙, Z = 10−0.5 Z⊙,

and Z = 10−4 Z⊙ (top to bottom). We observe photoevaporative flows in all of the cases. The dense

neutral flows are excited only for the higher-metallicity cases of Z = 100.5 Z⊙ and Z = 10−0.5 Z⊙.

Notably, the density of the neutral flows is higher in the Z = 10−0.5 Z⊙ disk than in the Z = 100.5 Z⊙

disk. The typical neutral flow density is nH ∼ 105–106 cm−3 with Z = 100.5 Z⊙, while nH ∼
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Fig. 2.5 Structure of the photoevaporating disk at t = 8 tc with different metallicities:
Z = 100.5 Z⊙ (top panel), Z = 10−0.5 Z⊙ (middle panel), and Z = 10−4 Z⊙ (bottom panel).
The disk structure is visualized in the same manner as in Figure 2.1.

105–107 cm−3 with Z = 10−0.5 Z⊙. It is found that the base density of the neutral photoevaporative

flows approximately scales with ∝ Z−1 in our simulations. The results of the simulations suggest

that at least a subsolar metallicity of Z ≳ 10−0.5 Z⊙ is required to drive the neutral photoevaporative

flows by FUV heating, and if excited, the density is higher for lower metallicity disks.

The optical depth for FUV photons is determined by the column density of dust grains along

with a ray. The visual extinction AV effectively provides an optical depth for FUV photons in our

simulations. Since the amount of grains proportionally decreases with decreasing metallicity, the

visual extinction also decreases as AV ∝ NH Z. The formula describes that a lower-metallicity disk
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medium has a smaller optical thickness when it compared at the same column NH. Thus, FUV

reaches a denser region of a PPD with low metallicities FUV photons can heat the denser region

of the disk with low metallicity, and the higher-density photoevaporative flows excited from the

Z = 10−0.5Z⊙ disk (Figure 2.5). It is concluded that the decrease of the dust amount is the cause

for the higher-density neutral flows in the lower-metallicity disks.

The neutral flows are only weakly driven for even lower-metallicities of Z ≲ 10−0.5Z⊙ and almost

cease at the low-metallicity extent Z = 10−4Z⊙. FUV heats the gas by ejecting thermalizing

electrons from dust grains, and thus the relative amount of dust grains to gas matters to determine

the efficiency of FUV heating. We assume the dust-to-gas mass ratio proportional to metallicity.

The relative amount decreases with decreasing metallicity, which indicates the decline of the specific

FUV heating rate in low-metallicity disks. Moreover, the electron abundance of the neutral region is

set by the abundance of ionized carbon under our chemistry model. The neutral region is electron-

poor in low-metallicity disks, and it makes the recombination timescale of charged grains longer at a

fixed gas density. Dust grains are easy to be positively charged. Thermalizing electrons are hard to

be ejected owing to the deepened Coulomb potential of the grains. The photoelectric effect efficiency

(cf. Eq.(2.23)) is lowered, and hence the heating efficiency of the photoelectric heating is reduced.

This explains the low heating rate in the low-density neutral region close to the ionization front of

H II.

Similarly, the specific cooling rates of metal elements of dust decrease with decreasing metallicity.

The second row of Figure 2.6 directly shows this behavior; O I cooling, H2 cooling, and dust-gas

collisional cooling rates are the largest in the neutral region for Z ≥ 100.5 Z⊙, and decrease with

decreasing metallicity. Adiabatic cooling is dominant in both the H II and H I regions in the lowest-

metallicity disk (Z = 10−4 Z⊙). In H II regions, EUV heating and adiabatic cooling dominate at

any metallicity, and the rates are largely independent of metallicity.

The decrease in the amounts of dust and metal elements reduces the specific heating/cooling rates

of FUV heating, O I cooling, and dust-gas collisional cooling. These heating and cooling contribute

to determine Figure 2.6 shows a clear decline in the temperatures of the neutral regions, implying

that the contribution of coolants is more effective than FUV heating.

In the neutral region dominated by O I cooling and H2 cooling, the specific FUV heating rate is

decreased by the smaller amount of grains and the reduced photoelectric efficiency, as metallicity

declines. In contrast, the specific O I cooling rate is decreased owing to the reduced amount of

O I, and metallicity does not explicitly affect the H2 cooling rate. Thus, FUV heating is decreased

more efficiently as metallicity lowers, compared with these coolants. In the high-density regions

dominated by dust-gas collisional cooling, FUV heating and dust-gas collisional cooling set the

temperatures. Since the hydrogen nuclei density and the electron abundance approximately scale

with ∼ Z−1 and Z, respectively, in this region, the photoelectric efficiency hardly varies according

to metallicity. Hence, the specific FUV heating rate is almost purely proportional to the amount

of grains, i.e. metallicity. By contrast, the specific dust-gas collisional cooling rate is proportional

to both Z and nH, and is also dependent on dust temperature. Dust temperatures are set by

the balance between the absorption of irradiating photons and (re-)emission by dust grains. Both

the absorption and (re-)emission are proportional to the opacities, and the opacities scale with Z.

Thus, the distribution of dust temperatures are similar at any metallicity, other than the optically-

thick regions are embedded in high-gas-density regions for lower-metallicity disks. Regarding the

base gas density, it is inversely proportional to metallicity, so that the specific rate of dust-gas

collisional cooling is almost independent of metallicity in the region. The decrease of the dust-gas

collisional cooling rate is slower than that of the FUV heating rate, and thus the cooling becomes
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Fig. 2.6 Meridional distributions of various physical quantities at r ≃ 80 au in the disks with
various metallicities: Z = 100.5 Z⊙ (left column), 10−0.5 Z⊙ (middle column), and 10−4 Z⊙
(right column). The snapshots are taken at t = 8 tc. In each column, the profiles are shown in
the same manner as in Figure 2.2. We note that, in the second panel for Z = 10−4 Z⊙, some
heating and cooling rates are missing because their values are too small to be plotted.

more efficient compared to FUV heating in lower-metallicity disks. To summarize, as metallicity

decreases, O Icooling, H2 cooling, and dust-gas collisional cooling dominantly contribute to thermal

balance in the neutral region compared to FUV heating. This results in the lower temperatures of

the neutral regions. The reduced FUV heating is ineffective to provide a sufficient energy to the

neutral gas for escape from the gravitational binding. For this reason, the neutral photoevaporative

flows are even hardly driven in the lowest-metallicity range of Z ≲ 10−2 Z⊙.

2.3.2.2 Hydrogen-Bering Species Distribution

The balance of photodissociation, the photoevaporative advection of H2, and H2 formation on grains

determines the chemical structures of H2 and H I, As discussed in Section 2.3.1, the chemical

structures of H2 and H I is determined by the H2 advection driven by FUV, H2 formation on
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grains, and photodissociation. The self-shielding effect of hydrogen molecules are effective to protect

themselves from the photodissociating FUV at any metallicity (Figure 2.7).

Fig. 2.7 (Top): radial profile of the abundances for the H-bearing species. (Bottom): the
shielding factors. These quantities are shown for various metallicity disks with Z = 100.5 Z⊙
(left column), 10−0.5 Z⊙ (middle column), and Z = 10−4 Z⊙ (right column). We take the
snapshots at t = 8 tc. The profiles are presented along a different ray at θ = 76◦ for Z =
10−4 Z⊙. The panels in each column are shown in the same manner as Figure 2.3.

The balance between H2 advection and unshielded photodissociation determines the position of

the photodissociation front. A sufficient H2 flows are necessary to be driven to form the photodis-

sociation front in the flow regions. In high-metallicity disks, FUV heating is efficient to yield high

gas temperatures in the neutral regions and drives H2 flows from an inner region of a disk. The

FUV-driven H2 flows have a small density owing to the large dust attenuation at the disk surface.

(See also Section 2.3.4 for quantitative discussions.) Therefore, for high metallicity, the efficient

FUV heating drives low-density H2 flows from an inner region, forming the photodissociation front

in a low-density region.

The density at the ionization front is determined by the balance of photoionization and recombi-

nation. These processes are independent of metallicity. By contrast, the photodissociation front is

located in a small-density region for higher metallicities. Hence, the density at the photodissociation

front becomes close to that at the ionization front with high metallicity. This forms a geometrically

thin H I region in the photoevaporative flows (Figure 2.5).

2.3.2.3 Metal Species Distribution

As the dust amount decreases, dust shielding becomes inefficient to protect CO molecules against

the dissociating FUV. Figure 2.8 demonstrates that the dominant shielding source is replaced by

H2 molecules in low-metallicity disks; the dust extinction factor Θ3(AV) is the most important

with Z = 100.5 Z⊙ and Z = 10−0.5 Z⊙, whereas the H2 shielding factor Θ2(NH2
) controls the

total shielding effect with Z = 10−4 Z⊙. Dust dominantly attenuates CO-dissociating FUV in

high-metallicity disks, but the dominant shielding source is switched to molecular hydrogen in low-
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Fig. 2.8 Same as Figure 2.7 but heavy elements are examined (also see Figure 2.4). Note
that we show the profiles along the different rays: θ = 69◦ for Z = 100.5 Z⊙ (left column),
θ = 66◦ for Z = 10−0.5 Z⊙ (middle column), and θ = 76◦ for Z = 10−4 Z⊙ (right column).

metallicity disks. Note that hydrogen molecules abundantly exist with any metallicities. The CO

photodissociation front is embedded in high-density regions of the disks with all metallicities. This

result is similar to that for the solar-metallicity disk in Section 2.3.1.

2.3.3 Photoevaporation Rates and Metallicity Dependence

We measure photoevaporation rates Ṁph by integrating the mass flux component orthogonal to a

spherical surface S,

Ṁph =

∫
S

dS · ρv = r2S

∫
S

dθdϕ sin θ ρvr, (2.37)

where dS is an infinitesimal surface element vector normal to the spherical surface, and rS is the

radius of S. We count the gas as unbound as long as the specific enthalpy

η =
1

2
v2 +

γ

γ − 1
c2s −

GM∗

r
, (2.38)

is positive, i.e. we sum up only the gas with η > 0 in Eq.(2.37). This subtraction can exclude

the large contribution from the gas in the bound disk region where the density is significantly high

though the velocity is small.

We calculate the resulting photoevaporation rates Ṁph of our simulations with rS =

100, 150, 200, 250 au (Figure 2.9). The photoevaporation rates increase with rS in general.

This trend indicates that the gas always has a positive enthalpy at a larger radius beyond the

critical radius, where η = 0 (Liffman 2003).

The critical radius or the gravitational radius is inversely proportional to the gas temperature

(Hollenbach et al. 1994, Liffman 2003), that is, the necessary temperature for gas to escape Tesc is

inversely proportional to the radius. In the case where the base temperature has a smooth profile
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Fig. 2.9 Metallicity dependence of the resulting photoevaporation rates with rS =
100, 150, 200, 250 au. The photoevaporation rates are the time-averaged value from t = 0 to
16 tc ≃ 7.58× 103 yr.

as Tbase ∝ r−α (0 < α < 1), Tbase > Tesc is always satisfied beyond the radius at which Tbase = Tesc.

Photoevaporative winds are unbound anywhere at the larger radii. This yields Ṁph increasing with

rS , and Ṁph does not converge unless the measuring radius rS is larger than the disk radius. In

our simulations, the base temperature approximately follows Tbase ∝ r−α (α < 0.5). Hence, Ṁph

generally increases with the measuring radius rS at least for rs ≲ 250 au, as Figure 2.9 shows. The

further large rS is not considered because the increase of Ṁph becomes small for larger rS . We expect

that the bulk of the mass-loss is counted in the resulting photoevaporation rates. In addition, other

effects, such as external photoevaporation (e.g., Adams et al. 2004, Facchini et al. 2016), can affect

the evolution of the outer region. Incorporating such effects is out of the scope in this study.

The photoevaporation rates are basically independent of metallicity in the lowest-metallicity range

of 10−4 Z⊙ ≤ Z ≤ 10−2 Z⊙ (Figure 2.9). Dust-gas collisional cooling is effective to suppress the FUV-

driven flows in this metallicity range. (See also the discussion in Section 2.3.2.) The EUV-driven

ionized flows are still driven and dominantly contribute to the mass-loss rates. The EUV heating

rate does not depend on metallicity, which results in the largely constant rates of Ṁph with the

metallicities.

In our simulations, the EUV photoevaporation rate Ṁph,EUV is estimated to be Ṁph,EUV ≃ 1.0×
10−9 M⊙ yr−1 (see Ṁph with 10−4 Z⊙ ≲ Z ≲ 10−3 Z⊙ in Figure 2.9). In Hollenbach et al. (1994) and

Font et al. (2004), the EUV photoevaporation rates are calculated to be (2.7–7.3)× 10−10 M⊙ yr−1
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with ΦEUV = 6 × 1041 s−1 and M = 0.5M⊙. The photoevaporation rate is slightly smaller than

our Ṁph,EUV. The previous studies derived Ṁph,EUV on the basis of the idea that the diffuse EUV

component is dominant over the direct EUV component to drive photoevaporation. However, Tanaka

et al. (2013) recently showed, by solving 2D radiative transfer, that the direct component dominates

the EUV radiation rather than the diffusion component. The computational method for the radiative

transfer is clearly more accurate than the 1+1D radiative transfer used in Hollenbach et al. (1994). *3

The resulting photoevaporation rate is about five times of those estimated in Hollenbach et al. (1994).

This suggests that 1+1D radiative transfer likely leads to underestimating photoevaporation rates.

Our study does not incorporate the diffuse EUV component, and thus the resulting photoevaporation

rate is consistent with that of Tanaka et al. (2013). Note that the geometrical structure of a disk is

critical to determine the relative dominance of the EUV components. The differences in Ṁph,EUV

of the previous studies and ours might also result from the distinct structures of the adopted disk

models. In order to discuss the relative effectiveness of the EUV components, hydrodynamics studies

are necessary with incorporating a self-consistent radiative transfer of the diffuse component.

Both the FUV-driven and EUV-driven flows are constantly excited with 10−1 Z⊙ ≤ Z ≤ 10Z⊙

(Figure 2.5). As the discussions in Section 2.3.2, FUV heats the dense parts of the low-metallicity

disks owing to the reduced amount of dust. The excited neutral photoevaporative flows thus have

a higher density as metallicity decreases, and the resulting Ṁph correspondingly becomes larger. A

similar dust attenuation effect controls the EUV photoevaporation rates in the study of massive star

formation (Tanaka et al. 2017).

EC10 showed that the X-ray photoevaporation rate increases for low-metallicity disks. The

photoevaporation rates have the scaling of Ṁph ∝ Zδ. The slope δ is derived for −0.77 with

10−2 Z⊙ ≤ Z ≤ 2Z⊙. In contrast, the metallicity dependence of UV photoevaporation rates in

our study scales with δ = −0.85 ± 0.07 for 10−0.5 Z⊙ ≤ Z ≤ 10Z⊙. The slopes of EC10 and

our study take a similar negative value in spite of the model differences. This suggests that the

photoevaporation rates are generally regulated by variations in the opacities of the disk medium.

FUV heating is reduced to be less inefficient than dust-gas collisional cooling in the range of

10−2 Z⊙ ≤ Z ≤ 10−1 Z⊙. (See also the discussions in Section 2.3.2.) This leads to lowering the base

temperature of the neutral gas. As a result, the neutral flows contribute to the mass loss only from

the outer region, where gravity is weak. Therefore, the innermost radius of the unbound neutral

flows rmin,n increases as metallicity decreases. Eq.(2.37) discounts the mass loss rate beyond the

measuring radius rS . Hence the sudden decline of Ṁph is found at Z = 10−1.2 Z⊙ for rS = 100 au

and at Z = 10−1.5 Z⊙ for rS = 150, 200, 250 au in Figure 2.9.

2.3.4 Semi-Analytic Model for Photoevaporation Rates

We construct a semi-analytical model to confirm our interpretation of the numerical results in this

section. In Sections 2.3.2 and 2.3.3, we have shown that Ṁph is basically set by the contribution from

the FUV-driven neutral flows if excited. We focus on modeling the photoevaporation rates due to the

FUV-driven flows Ṁana
FUV for 10−2 Z⊙ ≲ Z ≲ 10Z⊙. We do not model the EUV photoevaporation

rate, whose contribution is much less than the FUV-driven flows and do not show a metallicity

dependence, but we simply give a constant rate of Ṁana
EUV = 1.0×10−9 M⊙ yr−1. The value is taken

from our simulation result in Section 2.3.3.

In our semi-analytic model, a situation as depicted in Figure 2.10 is considered. Here we adopt

*3 Font et al. (2004) did not solve radiative transfer but performed hydrodynamics simulations, using the results
of radiative transfer calculations in Hollenbach et al. (1994).
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the assumptions:

1. The disk system achieves a steady state.

2. Photoevaporative winds are driven on the surface where AV ∼ 1/2.

3. At the base, hydrogen is fully molecular, while CO is completely dissociated.

4. Photoevaporative flows are launched at the speed of Mcs, where M = M(R,Z) is the Mach

number and R is the distance in cylindrical coordinates. *4

5. We set azimuthal velocity to vϕ ∼
√
GM∗/r at the base.

6. We determine the base temperature by solving the balance equation of the dominant heating

and cooling processes: photoelectric heating (FUV heating), O I cooling H2 cooling, and

dust-gas collisional cooling.

7. We count the contribution only from the gas with a positive η (cf. Eq.(2.38); Liffman 2003).

8. The base profile is given by a quadratic function,

z = f(R,Z) = a(Z)R2 + b(Z)R, (2.39)

where the coefficients a(Z) and b(Z) are taken from our simulations and are provided later.

Fig. 2.10 Schematic picture of the situation assumed in our semi-analytic model. The base
of the neutral photoevaporative flow is represented by the blue curve, to which the visual
extinction along the line of sight from the star reaches AV = 1/2. The profile of the base is
simply assumed to be given by an analytic function z = f(R). The photoevaporative flows
are launched at a speed of Mcs in the direction of the angle β. We take the values from the
numerical simulations for M and β.

We adopt ∼ 2AV as the exponent of the dust shielding factor for photoelectric heating (cf.

*4 The lowercase letter z is used as the height in cylindrical coordinates to differentiate it from metallicity denoted
by the uppercase letter Z.
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Eq.(2.23)), and thus the surface where AV ∼ 1/2 largely corresponds to the extent that FUV

photons reach. The visual extinction is calculated as

AV = ΣdNH = Σd

∫ r

R∗

dr′ nH, (2.40)

where Σd = 5.34× 10−22 mag cm2 is the visual extinction per hydrogen nucleon. In Figures 2.1 and

2.5, the density is expected not to significantly change along the ray from the central star. We thus

approximate an integral part of Eq.(2.40) as NH ∼ nHr. The visual extinction is approximately re-

duced to AV ∼ Σd(Z/Z⊙)nHr in our semi-analytic model. With this approximated visual extinction,

the base number density is calculated as

nH ∼ 1

2Σd(Z/Z⊙)r
. (2.41)

We approximately calculate the base density as ρb = mH/(2ΣdZ/Z⊙r), because hydrogen is domi-

nant in our chemistry model.

Since AV = 1/2 is given, we can calculate the FUV flux at each point of the base. The third

assumption and Eq.(2.41) provide the density of each chemical species. The dust temperature

is set by the equilibrium between the absorption of the stellar irradiation and (re-)emission, and

thus it does not strongly depend on metallicity as discussed in Section 2.3.2.1. We obtain the

base dust temperature of Tfit,d = 120K(r/10 au)−0.35 from our simulation results and use it in our

analytic model. Under the assumptions above, and following the sixth assumption, we can derive

the base temperature by solving a single nonlinear equation of thermal balance. The resulting base

temperature is well fitted as

Tfit = T0(Z)

(
r

r0

)−α(Z)

, (2.42)

T0(Z) = 5.20× 102
(
Z

Z⊙

)0.378

K, (2.43)

α(Z) =− 6.05× 10−2 (log(Z/Z⊙))
3 + 2.64× 10−2 (log(Z/Z⊙))

2

+ 5.90× 10−2 log(Z/Z⊙) + 3.19× 10−1,
(2.44)

where r0 = 100 au. The exponent α takes a value in 0.28 < α < 0.40 with the metallicity range of

interest (10−2 Z⊙ ≤ Z ≤ 10Z⊙).

In our semi-analytic model, the base specific enthalpy can be explicitly written as

η=
1

2
v2
p +

γ

γ − 1
c2s −

(
GM∗

r
− 1

2
v2ϕ

)
(2.45)

=
1

2
M2c2s +

γ

γ − 1
c2s −

GM∗

2r
. (2.46)

The “unbound condition”, η > 0 (the seventh assumption), reduces to

r > rmin ≡ r0

[
γ − 1

(1 + 2M−2)γ − 1

µmuGM∗

M2r0kT0

]1/(1−α)

. (2.47)

The photoevaporative flows are unbound in r > rmin.
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We obtain the quadratic coefficients in Eq.(2.39) by fitting our simulations,

a =
[
−0.303

{
log(Z/Z⊙) + 7.92× 10−2

}2
+ 0.534

]
× (100 au)−1,

b = 1.34× 10−2(log(Z/Z⊙))
3 + 3.26× 10−2(log(Z/Z⊙))

2 + 4.46× 10−3 log(Z/Z⊙) + 0.421.
(2.48)

We can derive Ṁana
FUV with all of the elements above. It is noteworthy that our semi-analytic

model requires one-dimensional radial profiles of the relevant physical quantities on the base; mul-

tidimensional assumptions are unnecessary. The model FUV photoevaporation rate is calculated

as

Ṁana
FUV =

∫
η>0

ds 2πRρvp sinβ, (2.49)

where ds is a line element of the base and is given by ds = dR
√
1 + f ′2, and β = β(R,Z) is the

angle between the poloidal velocity vector v⃗p and the line element vector ds⃗. Using the derived

elements above reduce Eq.(2.49) to

Ṁana
FUV =2

∫
η>0

dR

√
1 + f ′2 2πRρMcs sinβ

=
2π

Σd(Z/Z⊙)

√
mHkT0rα0

µ

∫ Rmax

Rmin

dR

√
1 + f ′2

RM
r1+α/2

sinβ,

(2.50)

where Rmax is the maximum distance for the integration. The maximum distance is set to be the

real root of R2
max + f(Rmax)

2 = r2max = r2S for a direct comparison between the model and the

numerical results in Section 2.3.3. The model photoevaporation rate is set to Ṁana
FUV = 0 in the case

of Rmin > Rmax, where Rmin(> 0) is the real root of the quadratic equation R2
min+f(Rmin)

2 = r2min.

We use an average Mach number M̄ = 0.6 and an average launch angle β̄ = π/6 rad. The average is

taken in the regions that have a positive η. *5 Similarly, we average the gradient of the base profile

as f̄ ′ = [f(Rmax)− f(Rmin)]/(Rmax −Rmin). Eq.(2.50) is finally rewritten as

Ṁana
FUV ≃ 4π

Σd(Z/Z⊙)

√
mHkTS
µ

M̄
√

1 + f̄ ′
2
sin β̄

2 + f̄ ′(f̄ ′ + b)

rmax

1− α/2

[
1−

(
rmin

rmax

)1−α/2
]

≃1.8× 10−8 M⊙ yr−1

(
Z

Z⊙

)−1(
TS

102 K

)1/2 ( rmax

102 au

)[
1−

(
rmin

rmax

)1−α/2
]

×

√
1 + f̄ ′

2[
2 + f̄ ′(f̄ ′ + b)

]
(1− α/2)

, (2.51)

where TS ≡ Tfit(rmax).

The dotted lines in Figure 2.11 show the model photoevaporation rate Ṁmodel = Ṁana
FUV + Ṁana

EUV.

Our model clearly explains the results of the simulations. The differences between the analytic and

numerical Ṁph are relatively large in Z ≲ 10−1 Z⊙. Adiabatic cooling is comparable to or dominant

over the other cooling/heating processes in this low metallicity range. It inevitably contributes to

determining the base temperature. Since we do not include the contribution from adiabatic cooling

in our analytic model, the derived base temperature is higher than those in the simulations. This

*5 Though M and β are generally dependent on both metallicity and radius, their variances are small compared
to those of the base density and temperature (cf. Figure 3.8). Thus, we simply take their averages in metallicity
and radius and use them in our semi-analytic model.
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Fig. 2.11 The blue and red dots are Ṁph in the simulations with rS = 80 au, 200 au, respec-
tively. The blue and orange dotted lines represent the model photoevaporation rates (Eq.(2.51))
with rmax = 80 and 200 au.

implies that hydrodynamical simulations are required to derive photoevaporation rates accurately,

especially when the cooling time is comparable to or longer than the typical dynamical timescale,

as in our low-metallicity cases.

The r-dependence of Ṁana
FUV is also calculated with Eq.(2.51) by replacing rmax with r (r ≥ rmin),

and it can be compared with those obtained from the results of the numerical simulations. We use

Eq.(2.37) with a small modification:

Ṁ sim
FUV(r) = r2

∫
SI(r)

dθdϕ sin θρvr. (2.52)

Here SI(r) is the region where yHII < 0.5 in the spherical surface with the radius of r. The condition

yHII < 0.5 is used to count the contribution from the FUV-driven neutral photoevaporative flows

to Ṁph. The radial profile of Ṁana
FUV is compared with Ṁ sim

FUV(r) in Figure 2.12. It is shown that

Eq.(2.51) can reproduce the r-dependence of Ṁph as well as the metallicity dependence of Ṁph

(Figure 2.11).

Eq.(2.51) gives an approximate form of rmin as a function of metallicity rmin ≃ 12.4 (Z/Z⊙)
−0.55 au.

The last factor of Eq.(2.51) is also approximated to ∼ 0.5 with an error of less than 4%. Using
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Fig. 2.12 Comparisons between the cumulative FUV photoevaporation rates derived by the
analytic model and the numerical simulations. The panels show the different metallicity cases:
Z = 100.5 Z⊙ (top), Z = Z⊙ (middle), and Z = 10−0.5 Z⊙ (bottom). The snapshots of the
profiles taken every 0.1 tc in the simulations are shown by the thin dashed lines, and the
averaged profile is represented by the red line. The photoevaporation rates given by Equations
2.51 and 2.53 are shown by the cyan and blue lines, respectively. The range of the vertical axis
differs between the top and bottom panels.
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these quantities, we can further approximate Eq.(2.51) to a more explicit form:

Ṁana,fit
FUV ≃ 2.1× 10−8 M⊙ yr−1 Z̃−0.81

[
r̃
1−α/2
2 −

(
0.12 Z̃−0.55

)1−α/2
]
, (2.53)

where r̃2 ≡ r/(100 au) and Z̃ ≡ (Z/Z⊙). We plot Ṁana,fit
FUV (Eq.(2.53)) with the green solid line and

compared to Ṁana
FUV (Eq.(2.51)) represented by the red solid line in Figure 2.12.

2.4 Discussion

2.4.1 Differences from X-Ray Photoevaporation

Our resulting photoevaporation rates increase as metallicity decreases in the metallicity range of

10−1 Z⊙ ≤ Z ≤ 10Z⊙. The metallicity dependence is similar to that derived in EC10, where

EUV/X-ray photoevaporation is investigated. With 10−2 Z⊙ ≤ Z ≤ 10−1 Z⊙, our Ṁph decreases

with decreasing metallicity, in contrast to EC10. It is clearly worthy to investigate the metallicity

dependence of photoevaporation with the effects of X-ray as well as UV. We incorporate X-ray effects

in our simulations and investigate UV/X-ray photoevaporation in Chapter 3.

2.4.2 Lifetimes

The lifetimes of PPDs are typically much longer than the crossing time of the photoevaporative flows.

This implies that following the global evolution of photoevaporating PPDs is highly computationally

expensive. Assuming a simple scaling between the lifetimes and photoevaporation rates as Tlife ∝
Ṁ−x

ph (x > 0) allows us to calculate the lifetimes approximately. This assumption is well justified

by the results of EC10, where it is analytically shown that the lifetimes have an explicit dependence

of Tlife ∝ Ṁ
−2/3
ph when the initial surface density profile Σ ∝ R−p is set to p = 1. However,

the formula is derived for the case of X-ray photoevaporation; it would not be applicable to our

FUV photoevaporation case, where the profile of photoevaporative flows is different. We simply

adopt Tlife ∝ Ṁ−1
ph for our analysis in this section. In Figure 2.13, we compare the estimated

lifetimes from our photoevaporation rates with the observational lifetimes: 4.9 ± 1.1Myr for the

disks with Z = 1Z⊙ and 1.3± 1.9Myr for those with Z = 0.2Z⊙ (see Figure 1.3 for the derivation

of the observational lifetimes). The formula just provides a simple scaling between Tlife and Ṁph.

Normalization is necessary to give a specific lifetime from Ṁph. We normalize the estimated lifetimes

so that it gives the same lifetime as that observationally estimated for Z = 1Z⊙ disks. This enables

a direct comparison between the lifetimes of the model and the observations. The estimated lifetime

is ∼ 3Myr at Z = 0.2Z⊙ in Figure 2.13, which is slightly larger than the observational lifetime

1.3Myr. The slope of the observational lifetimes is steeper than that of the lifetimes derived with

our simulation results for 0.2Z⊙ ≲ Z ≲ Z⊙.

The observational data has only two points in Figure 2.13. More data points are required for a

meaningful and sensible comparison with our model. In addition, the accretion process also affects

disk lifetimes, but it has not been clearly understood yet. Nevertheless, at least it is found here that

our estimated lifetimes have the slope of 0.68±0.09 with 0.2Z⊙ ≲ Z ≲ 100.5 Z⊙, and it is consistent

with that of the observational lifetimes, 0.82. Hence, FUV photoevaporation has the potential to

yield the observational trend in disk lifetimes.

The occurrence of gas giants has been observationally known to decrease as the host star’s metal-

licity decreases for Z ≳ 10−0.5 Z⊙ (so-called “planet-metallicity correlation”, e.g., Gonzalez 1997,
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Fig. 2.13 Disk lifetimes estimated with Ṁph measured at rS = 100 au of our simulations
(blue dots). The red line represents the observational metallicity dependence of the lifetimes
for comparison: 4.9± 1.1Myr at Z = 1Z⊙ (Ribas et al. 2014) and 1.3± 1.9Myr at Z = 0.2Z⊙
(Yasui et al. 2010). (See Figure 1.3 and Table 1.1.) The disk lifetime Tlife is converted from

Ṁph, using Tlife ∝ Ṁ−1
ph . The derived lifetimes are normalized so that it coincides with the

observationally obtained lifetime at Z = Z⊙.

Johnson et al. 2010, Mortier et al. 2013). The planet-metallicity correlation is considered to origi-

nate from inefficient gas-giant formation in low-metallicity PPDs. Interestingly, EC10 showed that

rather than the reduced lifetimes due to X-ray photoevaporation, the core accretion scenario can

yield a higher occurrence of gas giants owing to the faster core growth caused by a larger amount

of dust in a high-metallicity PPD. However, Wang and Fischer (2015) found that the occurrence of

terrestrial planets does not strongly depend on metallicity as gas-giants. This would propose that

the core growth is not necessarily accelerated in dust-rich environments. If this is the case, the

planet-metallicity correlation for gas giants could result from the metallicity-dependent FUV and

X-ray photoevaporation.

2.4.3 Dust Grain Effects on FUV-Driven Photoevaporation

Generally, both the local size distribution of dust/PAH grains and the local dust-to-gas mass ratio

can change the photoelectric heating rate. We assume a fixed size distribution and a constant dust-

to-gas mass ratio throughout the computational domain, but in practice, they can vary in time and
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space by settling, grain growth, and entrainment into the disk winds (Takeuchi et al. 2005, Owen

et al. 2011b, Hutchison et al. 2016a,b). In fact, the dust-to-gas mass ratio and grain size distribution

are observationally found to be variable in both the vertical and radial directions of PPDs (e.g., Pinte

et al. 2016). Photoevaporation rates and their metallicity dependence can be affected by the spatial

distribution, size distribution, and aerodynamics of grains.

The contribution of PAHs to the photoelectric heating is so significant that the abundance can even

change FUV photoevaporation rates (Gorti and Hollenbach 2008, 2009). For the PAH abundance,

we adopt the ISM value, which might be larger than the observed PAH abundances around T Tauri

stars (Geers et al. 2007, Oliveira et al. 2010, Vicente et al. 2013). Though large uncertainties remain

in the derived abundances, the influence of the PAH abundance on our results is worthy to be

examined.

Bakes and Tielens (1994) showed that approximately 50% of the total photoelectric heating rate

is responsible for the small grains with the size of ≲ 15 Å (NC ≲ 1500). Following this result, we

reduce the FUV heating rate by 50% from that calculated by Eq.(2.23) to approximate a net FUV

heating rate without PAHs/small grains. We additionally run simulations with the reduced FUV

heating. Figure 2.14 shows the resulting photoevaporation rates. Evidently, even if the contribution

Fig. 2.14 Photoevaportion rates derived in the simulations with no PAH contribution to FUV
heating (blue). The photoevaporation rates represented by the red line are those of Figure 2.17,

where PAHs contribute to FUV heating. These Ṁph are estimated at rS = 80 au with the outer
boundary of L = 300 au.

from PAHs is neglected, the FUV-driven flows are excited and contribute to Ṁph in the range of
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Z ≳ 0.1Z⊙.

Although the reduced FUV heating can drive photoevaporative flows, it makes the base temper-

atures lower. The photoevaporative flows are driven only from the outer region. The reduced FUV

heating with Z ≳ Z⊙ can still yield a sufficiently high base temperature to drive photoevaporative

flows from the bulk of the disk surfaces. The resulting photoevaporation rates are not significantly

changed by the abundance and the size of PAHs. By contrast, in 0.1Z⊙ ≲ Z ≲ Z⊙, the effec-

tive dust-gas collisional cooling suppresses the excitation of photoevaporation. Consequently, Ṁph

declines at a high metallicity without the PAH contribution compared to the fiducial case.

As demonstrated, the reduced PAH abundances decrease FUV photoevaporation rates at subsolar

metallicities, compared to our fiducial model. Besides the PAH abundances, other effects associ-

ated with grains could also have effects on FUV photoevaporation rates (Gorti et al. 2015). Dust

growth/settling can reduce the disk opacity for UV rays. This enables FUV photons to reach the

higher-density interior of a PPD and can correspondingly increase mass-loss rates. Observations

have found a low visual extinction AV ∼ 0.1–0.2 in high column density regions of NH ∼ 1022 cm−2

(Vicente et al. 2013). They suggest that dust grains with ∼ 0.1µm might be depleted by the ef-

fects of grain growth/settling in the neutral region, and the disk opacities to UV would be actually

reduced. Thus, in order to study FUV photoevaporation more comprehensively, it is necessary

to incorporate the effects of not only the reduced PAH abundance but also other processes which

change the size distribution and the spatial distribution, such as grain growth, settling, and dust

destruction/fragmentation.

2.4.4 Spurious Reflection at Outer Boundary

The spurious reflection at the outer boundary have influences on the flow profiles and thereby the

derived Ṁph, especially if outgoing flows are subsonic. The reflection potentially happens in this

study in the region near both the base and the outer boundary, where the flow is not yet supersonic

(M > 1). The spurious reflection makes the gas accumulated near the outer boundary and results

in smoothing the pressure gradient. Gravity dominates in this case, and the gas is decelerated by

the artificial effect.

The velocity of the spurious reflection is set by the sound speed. Therefore, if it happens, it gener-

ates some variable features on the timescale of the crossing time in the profiles of photoevaporation

and/or Ṁph. This artificial effects would be crucial with a small outer boundary that does not cover

transonic surfaces of photoevaporative flows. We examine if the spurious reflection occurs by running

test simulations with a smaller outer boundary L = 100 au. We set the same numbers of the cells as

the fiducial model (Section 2.2.1). We derive the resulting Ṁph by Eq.(2.37) with rS = 80 au, The

time variation are shown in Figure 2.15. The photoevaporation rates are found to vary periodically

for Z ≥ 10−1.5 Z⊙. The FUV-driven neutral flows contribute to Ṁph, but they do not exceed M > 1

at the outer boundary and are spuriously reflected. The reflected flows cause oscillational trends in

the profiles of photoevaporative flows and the photoevaporation rates. On the other hand, the time

evolution of Ṁph is almost independent of metallicity in the range 10−4 Z⊙ ≤ Z ≤ 10−1.5 Z⊙. The

profiles are largely the same as that of Z = 10−2 Z⊙ (the magenta line in Figure 2.15). With these

low metallicities, only the EUV-driven ionized flows contribute to Ṁph. The flows quickly become

supersonic after launched from the base, and therefore the oscillational trend is not observed in Ṁph.

Additional simulations have been performed with L = 200 au. We have observed the spurious

reflection there. We calculate Ṁph for the Z = Z⊙ and Z = 0.1Z⊙ disks with rS = 80 au. In the

case of L = 200 au, the oscillation of Ṁph with Z = Z⊙ damps with time. We interpret this result
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Fig. 2.15 Time evolution of Ṁph with L = 100 au at various metallicities Z = 100.5 Z⊙
(magenta), Z⊙ (blue), 10−0.5 Z⊙ (green), 10−1 Z⊙ (orange), and 10−2 Z⊙ (red). The cases
with Z ≤ 10−2 Z⊙ are not plotted because the time evolution is almost the same as for
Z = 10−2 Z⊙.

as that the spurious reflection is disappeared at r ∼ 100 au, where the neutral subsonic gas signif-

icantly contributes to Ṁph, by expanding the computational domain. The oscillation is still found

for Z = 0.1Z⊙ with L = 200 au. We have further performed test simulations with the larger outer

boundaries of L = 300 au and 400 au to examine if the artificial oscillation ceases. The extended

outer boundaries are sufficiently large to include the transonic surface of the photoevaporative flows.

The oscillations disappear as expected, and Ṁph converges after ∼ 103 yr (bottom panel of Fig-

ure 2.16). The result clearly indicates that including the transonic surface of photoevaporative flows

within the computational domain is necessary to exclude or at least to lessen the artificial effect.

This is, in turn, essential to derive physically meaningful photoevaporation rates.

We perform further additional simulations with L = 100, 200, 300, 400 au at all the metallicities

of interest in this study. We derive the time-averaged Ṁph and the metallicity dependences for the

different outer boundaries (Figure 2.17). The resulting photoevaporation rates do not significantly

vary according to the outer boundary size with the metallicity of interest, but the spurious reflection

affects the behavior of the metallicity dependence, especially in the subsolar metallicity range. With

subsolar metallicity, the neutral gas temperature is reduced by the inefficient photoelectric heating,

and it yields slow flow velocity. A sufficiently large outer boundary is necessary to obtain a converged

Ṁph with the slow flows. The boundary sizes of L = 300 and 400 au satisfy this requirement (the red

and green lines show in Figure 2.17). It is noteworthy that the photoevaporation rate of the analytic

model is in better agreement with Ṁph of the large outer boundaries. This is resulted from the fact
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Fig. 2.16 Top: time evolution of Ṁph with Z = Z⊙ (blue) and Z = 0.1Z⊙ (orange). We

compare Ṁph of the simulations with different sizes of the outer boundaries: L = 100 au (solid

lines) and L = 200 au (dashed lines). Bottom: time evolution of Ṁph in the Z = 0.1Z⊙
disks. We compare the photoevaporation rates with the different size of the outer boundaries:
L = 100 au (solid orange line), L = 200 au (dashed orange line), L = 300 au (dotted purple
line), and L = 400 au (dot-dashed blue line) Note that the latter two largely overlap.
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Fig. 2.17 Time-averaged Ṁph measured at rS = 80 au for the different outer extent of the
computational domain: L = 100 (blue), 200 (orange), 300 (green), and400 au (red). The photo-
evaporation rate of the analytic model is also plotted by the black dotted line (cf. Section 2.3.4).

that the simulations reach a steady state, as assumed in the analytic model, by the disappearance

of the spurious reflection due to using a large outer boundary.

2.4.5 Measurement of Photoevaporation Rates

In Section 2.3.3, we show that Ṁph increases with the measuring radius rS . Since dṀph ∝
ρbasevbaseR

2 d(logR), the mass flux is necessary to satisfy ρbasevbase ∝ Rp with p < −2 to ob-

tain a converged Ṁph. The radial profile of vbase is generally not so strongly dependent on the

radius as ρbase, and thus ρbase is basically required to be ρbase ∝ Rp′
with p′ ≲ −2. However, our

base density profile has p′ ≥ −(1.2 − 1.5). It never yields a converged Ṁph until rS exceeds the

disk’s outer edge. Tanaka et al. (2013) reported a similar result for EUV photoevaporation. The

cumulatively increasing photoevaporation rate likely appears in previous studies (see the figures of

Gorti and Hollenbach (2009) and Figure 4 of Owen et al. (2010)). In Owen et al. (2010), which

shows X-ray photoevaporation rate increasing with the distance up to 70 au. A converged total

photoevaporation rate might be obtained when the computational domain contains the whole disk.
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2.4.6 Collisional Excited Lines in H II regions

In H II regions with solar and supersolar metallicities, there can be a significant contribution

to cooling from CELs, such as O II (3730 Å, 3727 Å), N II (6585 Å, 6550 Å), O III (88.36µm,

51.81µm, 5008 Å, 4960 Å), Ne II (12.81µm), S II (6733 Å, 6718 Å), and S III (33.48µm, 18.71µm,

9071 Å, 9533 Å). We estimate the total cooling rate of CELs ∼ 103 (nH/10
3 cm−3)(Z/Z⊙) erg g

−1 s−1

with typical parameters of H II regions (Draine 2011). In the present study, we have shown

that adiabatic cooling dominantly reduces the temperatures of the ionized photoevaporative gas.

The adiabatic cooling rate is approximately estimated as P (d/dt)(1/ρ) = (P/ρ)∇ · v ∼ c3s/r ∼
106 (cs/30 km s−1)3(r/1 au)−1 erg g−1 s−1. Thus, instead of adiabatic cooling, the CEL cooling can

be dominant in the inner, high-density regions (r ≲ 1 au) with a typical base density for the ionized

gas of nH ∼ 106 cm−3 (r/1 au)−1.5 (Hollenbach et al. 1994, Tanaka et al. 2013). The base tempera-

ture may be reduced to some extent in such region. Incorporating the CEL cooling could then make

the ionized gas even more bound. Nonetheless, the contribution from r ≲ 1 au to Ṁph is negligibly

small, as discussed already. Note that the small distance region is out of the computational domain

in this study. In the wind region (atmosphere), the adiabatic cooling dominates over the CEL cool-

ing because of the much smaller wind density compared to the base density. Overall, the influence

of the CELs is insignificant in our model.

2.5 Chapter Summary

The present study of the chapter is motivated by the recent observation results that PPD lifetimes

are suggested to be shorter in low-metallicity environments than in nearby environments. We have

performed a suite of self-consistent radiation hydrodynamics simulations of photoevaporating PPDs

with nonequilibrium multispecies chemistry. Particularly, we have investigated the photoevaporation

of PPDs with a wide variety of metallicities from 10−4 Z⊙ to 10Z⊙. Our aims are deriving metallicity

dependence, if any, of UV photoevaporation rates and the disk lifetimes. We summarize our major

conclusions as follows:

• The low amount of dust reduces the opacity of low-metallicity disks; FUV photons reach and

heat denser neutral regions of PPDs. As a result, lower-metallicity disks yield a higher Ṁph

in 10−1 Z⊙ ≲ Z ≲ 10Z⊙. The estimated lifetimes are consistent with observations.

• FUV photoelectric heating is reduced to be inefficient compared to cooling in neutral regions,

as the metallicity decreases. The temperatures of the neutral region drop, and thus photoe-

vaporation is suppressed. The contribution of the FUV-driven flows to Ṁph correspondingly

decreases at 10−2 Z⊙ ≲ Z ≲ 10−1 Z⊙.

• The resulting Ṁph peaks at the subsolar metallicity because of the combined effects of the

above two.

• The EUV-driven flows primarily contribute to Ṁph in 10−4 Z⊙ ≲ Z ≲ 10−2 Z⊙. The photoe-

vaporation rates are nearly a constant in this extremely low-metallicity environment.

• The semi-analytic model we have developed accurately provides both the metallicity depen-

dence of Ṁph (see Figure 2.9) and the photoevaporative wind profile Ṁ sim
FUV(r) (see Fig-

ure 2.12).

• A large measuring radius rS yields a large total photoevaporation rate in a cumulative manner.

This indicates that the total photoevaporation rates depend on the disk radius. In order to

derive a unique total Ṁph, global simulations are required.
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• The spurious reflection is generated at the outer extent of the computational domain in numer-

ical simulations. This affects the resulting profiles of photoevaporative flows and even yield

an incorrect Ṁph. The transonic surface should be contained in the computational domain

with a sufficiently large outer boundary to avoid it.

Ercolano and Clarke (2010) showed that X-ray photoevaporation also gives a metallicity depen-

dence in photoevaporation rates that is roughly consistent with the observational metallicity depen-

dence of disk lifetimes. They used a hydrostatic method to derive photoevaporation rates, and thus

the resulting Ṁph relies on the assumptions on dynamical processes. On the basis of the findings

in the study of this chapter, It is necessary to perform hydrodynamics simulations to accurately

determine the metallicity dependence of X-ray photoevaporation. We will address this issue in the

next chapter.

It is suggested by our simulations and analytic model that FUV photoevaporation has potential

to explain the short PPD lifetimes observed in the outer Galaxy. Incorporating the effects of both

UV and X-ray, and possibly the magnetohydrodynamics, would be necessary to establish a complete

picture of the PPD dispersal.



Chapter 3

Metallicity Dependence of Disk

Photoevaporation Driven by UV and X-Ray

Irradiation from the Central Star: the

Influences of X-Ray

3.1 Overview

Generally, X-ray (0.1 keV ≲ hν ≲ 10 keV) radiation is attenuated by the disk medium at a typical

column density of ∼ 1021 cm−2. It is comparable to the column densities at which FUV irradiation

is attenuated. This indicates that X-ray can reach the dense interior of the disks as FUV does.

Several previous studies investigated the X-ray impact on driving photoevaporative flows, but they

show diverse results. Some studies suggested X-ray heating as a key process to yield a significant

mass loss (Ercolano et al. 2009, Owen et al. 2010, 2011a, 2012), while others conclude that X-ray

is ineffective or at least has only an indirect effect on driving photoevaporation (Alexander et al.

2004, Gorti et al. 2009, Wang and Goodman 2017). The importance of X-ray is one of the topics

under debate in the field. Unfortunately, almost all of these studies do not self-consistently solve

the dynamics and radiative transfer. Using a self-consistent calculation method is important to

model flow structure and photoevaporation rates accurately. Wang and Goodman (2017) performed

radiation hydrodynamics simulations with a self-consistent thermochemistry model, but the adopted

X-ray has single energy of 1 keV. Since the X-ray ionization and heating depend on the energy of

the photons, taking account of X-ray spectral distribution is necessary to discuss the effectiveness

of X-ray on photoevaporation.

In this chapter, we additionally incorporate the X-ray effects of ionization and heating in our

chemistry model of Chapter 2 to study X-ray importance and its influence on the UV photoevapora-

tion rates. Again, we self-consistently solve hydrodynamics, radiative transfer, and nonequilibrium

thermochemistry and follow long-term evolution of photoevaporating PPDs for over ∼ 5000 yr. The

disk metallicity is varied in a wide range of 10−3 Z⊙ ≤ Z ≤ 100.5 Z⊙ to investigate the metallicity

dependence of the mass-loss rates and to compare it with the previously obtained metallicity depen-

dence of UV photoevaporation rates in Chapter 2 and X-ray photoevaporation rates in Ercolano and

Clarke (2010). In our fiducial case with solar metallicity, the photoevaporation rate is not signifi-

cantly differed from that in the case of UV photoevaporation (Chapter 2) by including X-ray effects.
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As metallicity decreases in the range of Z ≳ 10−1.5 Z⊙, the disk opacity is reduced, and thus the

photoevaporation rates increase. The estimated dispersal time is consistent with recent observations

in the outer Galaxy. With even lower metallicities of Z ≲ 10−1.5 Z⊙, dust-gas collisional cooling

becomes relatively efficient compared to FUV heating. This suppresses driving the FUV-driven pho-

toevaporative flow, and hence photoevaporation rates decrease with decreasing metallicity. X-ray

indirectly contributes to driving the neutral flows by making electron-rich neutral interiors of the

disks and strengthening FUV photoelectric heating. The FUV-driven flows are excited, if X-ray is

incorporated, even at the very low metallicities. The indirect X-ray effects significantly increase Ṁph

especially at Z ∼ 10−2 Z⊙. We conclude that X-ray itself is not efficient to drive neutral winds, but

the strengthening effect is significant to drive the winds by FUV heating with very low metallicities.

The contents in this chapter are based on the published paper, Nakatani et al., the Astrophysical

Journal, Volume 865, p.75–87, 2018 (Nakatani et al. 2018b).

3.2 Methods

We study photoevaporation of PPDs irradiated by UV and X-ray from the central star by performing

a suite of radiation hydrodynamics simulations, including self-consistent, nonequilibrium chemistry.

We vary disk metallicity in a broad range of 10−3 Z⊙ ≤ Z ≤ 100.5 Z⊙. We use almost the same

method as Chapter 2, except that X-ray irradiation effects and and chemical reactions involving H2
+

are incorporated. Here we describe these effects newly added to our chemistry model and briefly

review the adopted methods for the simulations. (See also Section 2.2 for the details.)

The irradiating photons from the central stars are composed of FUV, EUV, and X-ray. We list the

adopted stellar parameters in Table 3.1. In reality, the stellar properties may be well metallicity-

dependent, but the stellar parameters are fixed throughout our simulations to focus our interest

on the metallicity dependence of Ṁph caused by the amount of the metal contents in the disks.

Note that the UV luminosities and the SED are the same as those used in Chapter 2. We set the

Table 3.1 Properties of the Model

Stellar parameters

Stellar mass (M∗) 0.5 M⊙

Stellar radius (R∗) 2 R⊙

FUV luminosity (LFUV) 3× 1032 erg s−1

EUV photon emission rate (ΦEUV) 6× 1041 s−1

X-ray luminosity (LX) 1030 erg s−1

Gas/dust properties

Species H, H+, H2, H2
+, CO, O, C+, e–

Carbon abundance (yC) 0.927× 10−4 × Z/Z⊙

Oxygen abundance (yO) 3.568× 10−4 × Z/Z⊙

Dust to gas mass ratio (DG ) 0.01× Z/Z⊙

X-ray SED to that observed from the TW Hydrae (Nomura et al. 2007). A two-temperature thin

thermal plasma model (Mewe et al. 1985, Liedahl et al. 1995) is used to fit the XMM-Newton data

of the SED. The best-fit plasma temperatures are kT1 = 0.8 keV and kT2 = 0.2 keV, and the best-fit

foreground interstellar column density is NH = 2.7 × 1020 cm−2. We adopt Emin = 0.1 keV and
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Emax = 10 keV as the minimum and maximum energies of the X-ray SED, respectively. *1 The

absolute values of the X-ray flux is determined so that the energy integration of the fluxes yields the

total X-ray luminosity of LX = 1× 1030 erg s−1.

The disk medium is composed of gas and dust. The gas consists of the eight chemical species:

H, H+, H2, H2
+, CO, O, C+, and electrons. We add H2

+ to our chemistry model to follow H2

ionization by X-rays in the neutral regions of the disks. As in Chapter 2, we set the amounts of

the dust grains and heavy elements to the ISM values at solar metallicity, and give those with other

metallicities by multiplying the ratio of the metallicity to the local interstellar metallicity Z/Z⊙, i.e.

the dust-to-gas mass ratio is DG = 0.01Z/Z⊙, and the gas-phase elemental abundance of carbon

and oxygen are yC = 0.927 × 10−4 Z/Z⊙ and yO = 3.568 × 10−4 Z/Z⊙, respectively (Pollack et al.

1994, Omukai 2000). We note that these adopted values are the same as those in Chapter 2.

We perform the simulations in 2D spherical polar coordinates (r, θ). The computational domain

extends on r = [1, 400] au and θ = [0, π/2] rad. A sufficiently large outer boundary is chosen to

avoid spurious reflection of outflowing gas at the outer boundary. The reflection has potential to

yield an unphysical effect to decrease Ṁph (see Section 2.4.4). The disk is symmetric around the

rotational axis (θ = 0) and with respect to the midplane (θ = π/2). We solve the time evolution

of the gas density ρ, radial velocity vr, meridional velocity vθ, azimuthal velocity vϕ, energy E,

and chemical abundances y (cf. Section 2.2.2). It is noteworthy that the dynamical evolution of

the azimuthal velocity is solved as well as the other velocity components regardless of the fact that

our simulations are conducted on the 2D plane. In the energy equation, we incorporate relevant

heating/cooling sources (Section 2.2.3). We update chemical abundances, taking into account the

advection as well as chemical reactions.

For the chemical evolution, we take account of the chemical distribution changes due to both the

advection and chemical reactions (Eq.(2.9)). The equation of state is given by Eq.(2.13), but the

adiabatic index γ is changed from Eq.(2.14) to consider the contribution of H2
+,

γ = 1 +
yH + yH+ + yH2 + yH2

+ + ye
3

2
yH +

3

2
yH+ +

5

2
yH2

+
5

2
yH2

+ +
3

2
ye

. (3.1)

We follow the methods in Chapter 2 to calculate UV transfer. The ray-tracing method is also used

for X-ray transfer calculations (the details are described below in Section 3.2.1). Dust temperatures

are self-consistently determined by following the radiative transfer of both the irradiation component

and the diffuse component due to dust (re-)emission. Again, we use a hybrid scheme of Kuiper et al.

(2010).

In order to separate the effects of FUV, EUV, and X-ray, we perform three sets of simulations,

where (1) all of EUV heating, FUV heating, and X-ray heating are included; (2) FUV heating

is disabled; and (3) X-ray heating is disabled (we have already performed this set of simulations

in Chapter 2). We compare the resulting photoevaporation rates in these sets of the simulations.

Henceforth, a simulation set is labeled based on the incorporated photoheating as “Run YYY”. For

instance, “Run FEX” represents a simulation with all of the photoheating; “ Run E” indicates that

only EUV heating is included. Further, we specify the metallicity in a simulation by appending

“/ZC” to the label of the simulation sets. The “/ZC” refers to a simulation with Z = 10C Z⊙. For

example, “Run FX/Z -0.5” means a simulation with Z = 10−0.5 Z⊙ where FUV and X-ray heating

are included.

*1 Photons with hν ≥ 0.1 keV are referred to as X-rays in the present study.
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3.2.1 X-Ray Heating/Ionization

3.2.1.1 Cross Section

Both light and heavy elements in both gas- and dust-phases are relevant to X-ray absorption. The

typical cross section of the dust is a small fraction of the total cross section for the medium (Wilms

et al. 2000). Therefore, we neglect X-ray absorption by the dust grains in the present study.

Gorti and Hollenbach (2004) (henceforth, GH04) presented a fit of the cross section for the disk

medium with solar metallicity. The fitted total cross section per hydrogen nuclei is provided as

σGH04(E) = 1.2× 10−22

(
E

1 keV

)−2.594

cm2, (3.2)

where X-ray photon energy is denoted as E. Eq.(3.2) includes the contribution from both the

nonmetal and metal elements, but it is not applicable for the other metallicity disks as it is. Metal

elements’ contribution is significant for the energy range of E ≥ 0.29 keV, which is the threshold

energy of carbon ionization (Wilms et al. 2000). In our model, Eq.(3.2) is modified to give an

approximate cross section for the disk medium with various metallicities,

σH = 11.55× 10−24

(
E

1 keV

)−3.4

cm2, (3.3)

σ =


σH (0.1 keV ≤ E ≤ 0.29 keV)

max

(
σH, σGH04 ×

Z

Z⊙

)
cm2 (E ≥ 0.29 keV)

. (3.4)

Here σH is the hydrogen cross section per hydrogen nuclei presented in GH04.

Helium has approximately four times larger cross section than hydrogen (Shull and van Steenberg

1985, Gorti and Hollenbach 2004). Atomic helium may contribute to absorbing X-ray photons. The

typical helium abundance is 0.1, and thus the absorption rate would increase by ≲ 40% if the helium

contribution is taken into account in Eq.(3.4). However, the small rise in the absorption rate is

expected not to affect our results significantly, and thus we neglect the helium contribution in our

chemistry model for the purpose of saving the computational cost.

3.2.1.2 X-Ray Ionization

X-rays ionize elements, depositing the excess energy to the ejected electrons. These free electrons

produced by absorption of X-rays are called primary electrons. The primary electrons have such

high energy that they ionize ambient neutral elements by collisions. This collisional ionization is

referred to as secondary ionization, and the electrons produced by the secondary ionization are called

secondary electrons.

In our chemistry model, X-ray ionization of the most abundant neutral species, namely, H2 and H,

is implemented. The total photoionization rate of X-ray is equal to the number of produced primary

electrons per unit volume per unit time

Nprim =

∫ Emax

EEmin

dE σnH
F (E)

E
e−τX , (3.5)

where τX is the optical depth of the medium for X-ray defined as τX = σNH. We denote the

fraction of the primary electron energy going into secondary ionization as ΦH for atomic hydrogen.
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Hence, the energy of ΦH(E−Eth), where Eth is threshold energy to ionize a certain element, is used

for secondary ionization per production of a primary electron. The nonthermal primary electron

typically has a much larger energy than the threshold energy, and thus the number of secondary

electrons produced by ionization of hydrogen is approximately calculated as ΦHE/13.6 eV. The

secondary ionization rate is

ξH,sec =

∫ Emax

Emin

dE
F (E)

E
e−τX σnH

(
ΦHE

13.6 eV

)
. (3.6)

The X-ray photoionization rate of hydrogen is

ξH,prim =

∫ Emax

Emin

dE
F (E)

E
e−τX σH nHI. (3.7)

The sum of ξH,prim and ξH,sec provides the total ionization rate associated with X-ray absorption.

RX,H = (ξH,prim + ξH,sec) /nH

=

∫ Emax

Emin

dE
F (E)

E
e−τX

[
σH yHI + σ

(
ΦHE

13.6 eV

)]
.

(3.8)

The fraction ΦH is generally a function of the electron abundance ye and the energy of a primary

electron E −Eth ≃ E (Maloney et al. 1996). Nevertheless, the dependence on the primary electron

energy is usually neglected for simplicity. In electron-poor environments (ye ≲ 0.01), ΦH is approxi-

mately ΦH ≃ 0.35, i.e. 35% of the primary electron energy goes into secondary ionization (Maloney

et al. 1996, Gorti and Hollenbach 2004). The neutral regions of PPDs are generally electron-poor

(ye ≪ 1) even with X-ray ionization. Atomic hydrogen is almost completely ionized (yHI ∼ 0) and

yields ye ∼ 1 in H II regions. The primary electron energy would rapidly thermalize through a

frequent Coulomb scattering between electrons, and a small amount of the primary electron energy

would go into secondary ionization. The approximation ΦH ≃ 0.35 is thus not applicable to the

gas in this ionized region. In general, ΦH increases as the electron abundance decreases (Shull and

van Steenberg 1985). We approximately incorporate the dependence on the electron abundance by

setting ΦH to

ΦH = 0.35yHI. (3.9)

Eq.(3.8) finally reduces to

RX,H = yHI

∫ Emax

Emin

dE
F (E)

E
e−τX

[
σH + σ

(
25.7E

1 keV

)]
. (3.10)

We adopt 2σH for the absorption cross section of H2, as used in GH04 (cf. Yan et al. 1998, Draine

2011). We note that in the high energy limit, the ratio between the cross sections of molecular and

atomic hydrogen is ∼ 2.8 (Wilms et al. 2000, Yan et al. 2001, Draine 2011). The primary ionization

rate for molecular hydrogen is

ξH2,prim =

∫ Emax

Emin

dE
F (E)

E
e−τX (2σH)nH2

. (3.11)

The fraction ΦH is also applicable to secondary ionization of molecular hydrogen in electron-poor

environments (Maloney et al. 1996). The secondary ionization rate of H2 differs from Eq.(3.6) by

the difference in the ionization potentials of atomic and molecular hydrogen. Thus, the secondary
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ionization rate of H2 is calculated as

ξH2,sec = 2yH2

∫ Emax

Emin

dE
F (E)

E
e−τX σnH

(
13.6 eV

15.4 eV

)(
25.7E

1 keV

)
. (3.12)

We use the first factor 2yH2
instead of yHI in Eq.(3.9). Note that the maximum value of molecular

hydrogen abundance is yH2
= 0.5. Hence, the total X-ray ionization rate of H2 is

RX,H2 =(ξH2,prim + ξH2,sec) /nH

=2yH2

∫ Emax

Emin

dE
F (E)

E
e−τX

[
σH + σ

(
22.7E

1 keV

)]
.

(3.13)

Helium also ejects both the primary and secondary electrons. The fraction of primary electron

energy going into secondary ionization is ΦHe ∼ 0.05 (Shull and van Steenberg 1985, Gorti and

Hollenbach 2004). The value of the fraction is much smaller than that of hydrogen. The smaller

fraction and the small value of the helium abundance (∼ 0.1) would make the ionization degree of

helium smaller than that of hydrogen. There is only a slight difference between the recombination

rates of hydrogen and helium (about a factor of two in the range for 10K ≤ T ≤ 1000K; McElroy

et al. 2013), and thus X-ray would yield a smaller, or at least comparable, ionization degree of helium,

compared to the ionization degree of hydrogen. Therefore, the electron abundance of the neutral

regions may increase by several tens of percent by helium ionization due to X-ray. In the sense

that the higher electron abundance strengthens FUV heating more, as discussed in Section 3.3.1,

Section 3.3.2, and Section 3.3.3, including X-ray ionization of helium works in a manner to confirm

our conclusions. Nonetheless, and so helium ionization by X-ray is not incorporated in our chemistry

to save the computational cost for the calculation of the chemistry network. we do not include helium

ionization by X-ray in our chemistry network to reduce the computational cost of our simulations.

3.2.1.3 X-Ray Heating

The total energy deposited to primary electrons ejected by X-ray absorption is

ϵtot =

∫ Emax

Emin

dE F (E)e−τXσnH. (3.14)

The primary electron energy results in gas heating and inducing other physical processes, such as

secondary ionization and excitations of the ambient gas. About 10% of the total deposited energy

goes into heating in fully atomic gas (Maloney et al. 1996). Approximately 40% of the energy works

as gas heating in a fully molecular gas. Hence, the X-ray heating rate can be set to

ΓX= fh ϵtotρ
−1, (3.15)

fh≡
0.1yHI + 0.4yH2

yHI + yH2

, (3.16)

where fh is the heating efficiency of the X-ray heating rate.

3.2.2 Chemistry Model

We incorporate the chemical reactions listed in Table 2.2, and add several reactions involving H2
+

to our chemical network. The additional reactions are shown in Table 3.2.
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Table 3.2 Chemical Reactions Incorporated Additionally in Our Simulations

Label Reaction Rate Coefficient Reference

k9 H +H+ −−→ H2
+ 10−19.38−1.523 log T+1.118(log T )2−0.1269(log T )3 1

k10 H2
+ +H −−→ H2 +H+ 6.4× 10−10 1

k11 H2 +H+ −−→ H+H2
+ 3.0× 10−10 exp[−2.1050× 104 K/T ] 1

p4 H + γ −−→ H+ + e RX,H (cf. Eq.(3.10)) 2

p5 H2 + γ −−→ H2
+ + e RX,H2

(cf. Eq.(3.13)) 2

References. (1) Omukai (2000); (2) Gorti and Hollenbach (2004)

3.3 Results

We investigate the structure of PPDs and the photoevaporation rate. The results of the solar

metallicity case is first presented in Section 3.3.1. Then, the metallicity dependence is discussed in

Section 3.3.2 and Section 3.3.3.

3.3.1 Solar Metallicity Disk

In Figure 3.1, photoevaporative winds are driven in all the cases. We observe dense photoevaporative

flows of atomic and molecular hydrogen in Run FEX/Z0 and Run FE/Z0, but not in Run EX/Z0.

Photoevaporative flows of ionized hydrogen are excited in all the three cases. The panel of Run

EX/Z0 in Figure 3.1 directly shows that X-ray, which heats the neutral regions, is not effective to

drive the neutral flows, and only EUV-driven flows are launched at the low-density disk surface.

As discussed in Chapter 2, FUV heating is a key process to excite the neutral winds even if X-ray

effects are incorporated.

Following Chapter 2, we measure the photoevaporation rate Ṁph with Eq.(2.37)

Ṁph =

∫
S

dS · ρv = r2S

∫
S

dθdϕ sin θρvr.

Again, we regard a gas parcel with a positive total specific enthalpy η > 0 as unbound (Liffman

2003), and count its contribution to Ṁph. The total specific enthalpy is given by Eq.(2.38)

η =
1

2
v2 +

γ

γ − 1
c2s −

GM∗

r
.

With this condition, we can effectively exclude the contributions from the bound disk region (η < 0)

to the mass-loss rate.

In Section 2.3.3, we show that Ṁph measured by Eq.(2.37) generally increases with rS because

the base temperatures generally have a smoother profile than that of the temperature necessary to

escape from the gravity that has the scaling of ∝ r−1. Thus, Ṁph should be measured with different

rS , otherwise we artificially neglect the contribution. We set rS = 20, 100, 200 au for each of Run

FEX, Run FE, and Run EX. As for the solar-metallicity disk, we additionally perform Run X/Z0

to directly examine if X-ray drives the neutral flows, and whether the flows contribute to Ṁph. The

photoevaporation rates with rS = 20 au show the contribution from the r < 20 au region, while

those with rS = 100 au and rS = 200 au show a contribution from the bulk of the disk surface. In
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Fig. 3.1 Structures of solar metallicity disks in Run FEX/Z0 (top), Run FE/Z0 (middle),
and Run EX/Z0 (bottom). The chemical structures are shown in the left, and the density
structure is shown in the right. The poloidal velocity fields are represented by the arrows
colored according to the magnitude. Note that we show only arrows with the poloidal velocities
of vp > 1 km s−1. The density contours are indicated by the dotted lines: nH = 105 cm−3 (red),
nH = 106 cm−3 (black), nH = 107 cm−3 (blue), and nH = 108 cm−3 (purple). The pink dashed
lines represent the sonic surface.
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the simulations, Ṁph varies in time for the first ∼ 5000 years, but then becomes largely constant.

Time average of Ṁph is taken over 5000 yr to give a mass-loss rate of the disks. Table 3.3 presents

the resulting Ṁph for Run FEX/Z0, Run FE/Z0, Run EX/Z0, and Run X/Z0 with rS = 20 au,

Table 3.3 Resulting Photoevaporation Rates Ṁph of the Solar Metallicity Disk in M⊙ yr−1

rS Run FEX/Z0 Run FE/Z0 Run EX/Z0 Run X/Z0

20 au 6× 10−9 3× 10−9 2× 10−10 5× 10−12

100 au 2× 10−8 2× 10−8 1× 10−9 1× 10−11

200 au 3× 10−8 3× 10−8 2× 10−9 2× 10−11

rS = 100 au, and rS = 200 au. (See also the plot in Figure 3.4.)

Note that Ṁph of Run FEX/Z0 is slightly larger than that of Run FE/Z0, and Ṁph of Run EX/Z0

is smaller than those of Run FEX/Z0 and Run FE/Z0 by approximately ten times. A very small

Ṁph is found for Run X/Z0. These results confirm that FUV is an important component to yield

a high mass-loss rate, while X-ray has little contribution to case a significant mass loss, though it

affects the profile of the neutral flows (see Run FEX/Z0 and Run FE/Z0 in Figure 3.1).

X-ray heating of Run EX/Z0 is weaker than FUV heating of Run FEX/Z0 and Run FE/Z0

(see the second row of Figure 3.2). X-rays do not sufficiently heat the neutral regions up to high

temperatures necessary to escape from the gravitational binding of the star. The gas has low

temperatures comparable to the dust temperatures in the neutral region (the top right panel of

Figure 3.2). Therefore, it is concluded that X-ray heating itself is inefficient to drive the neutral

photoevaporative flows. In Run EX/Z0, the EUV-driven ionized flows account for a large portion of

the mass-loss rate. The ionized flows have smaller densities than the neutral flows by several orders

of magnitude (Figure 3.1), and hence the resulting Ṁph is much smaller than those in Run FEX/Z0

or in Run FE/Z0, where the FUV-driven flows significantly contribute to Ṁph.

In Run FEX/Z0 and Run FE/Z0, the dominant heating source is FUV heating in the neutral

regions (Figure 3.2). The FUV heating rate is found to be increased in Run FEX/Z0, compared

to in Run FE/Z0, near the ionization front. X-rays weakly ionize the gas and slightly increase

the electron abundance there. It makes the recombination of dust grains efficient and reduces the

positive charges of the grains. The photoelectric effect efficiency is increased by this effect (Gorti

and Hollenbach 2009).

In summary, FUV heating is effectively strengthened by X-ray ionization in the neutral regions

by increasing the photoelectric effect efficiency. The higher photoevaporation rate in Run FEX/Z0

than in Run FE/Z0 is resulted from the higher temperatures due to the strengthened FUV heating.

The higher temperatures excite neutral photoevaporative flows in the regions close to the central

star. Indeed, there exists a large difference in Ṁph with rS = 20 au between Run FE/Z0 and Run

FEX/Z0 (Table 3.3). Nevertheless, the contribution from the inner region is responsible for only a

small portion of the total photoevaporation rates; outer regions dominantly contribute to the total

mass-loss rates. It explains a small difference in the total mass-loss rates between Run FE/Z0 and

Run FEX/Z0, when measured with rS = 100 au or rS = 200 au.

3.3.2 Photoelectric Heating in Disks with Low-Metallicities

A lower amount of dust enables FUV photons to reach a deeper interior of PPDs owing to the reduced

opacity, and thus photoevaporative flows have a larger density for lower metallicities. By contrast,
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Fig. 3.2 Meridional distributions of the quantities at r = 100 au: temperatures of gas and
dust (top), specific heating/cooling rates (middle), and chemical abundances of H, H+, H2,
and electrons (bottom). In the middle row, heating rates are represented by the solid lines:
EUV (orange), FUV (red), X-ray (grey), and dust-gas collision (green), while cooling rates are
shown by the dashed lines: dust-gas collision (green), O I (magenta), H2 (blue), CO (cyan),
and adiabatic cooling (black). The distributions of the physical quantities in Run FEX/Z0,
Run FE/Z0, and Run EX/Z0 for solar metallicity disks are shown in the columns from the left
to the right.

as metallicity decreases, FUV heating becomes relatively ineffective to determine the temperatures

of the neutral gas compared to dust-gas collisional cooling. The inefficient FUV heating decreases

the base temperatures, as metallicity decreases. The neutral photoevaporative flows are not driven

from such a “cool” disk. In Run FE, the balance of these competing effects results in the increase

of Ṁph with 10−1 Z⊙ ≲ Z ≲ 100.5 Z⊙, and the decrease of Ṁph with 10−2 Z⊙ ≲ Z ≲ 10−1 Z⊙

(see Figure 3.4). We note that the FUV-driven flows have a major contribution in the range of

Z ≳ 10−2 Z⊙, while the EUV-driven flows have a dominant contribution in the range of Z ≲ 10−2 Z⊙.

Since atomic hydrogen is the dominant absorber of EUV, the EUV photoevaporation rates are largely

independent of metallicity.

The effects of X-ray change the metallicity dependence of Ṁph (notice the difference between

Run FEX and Run FE in Figure 3.4), but the trend is similar to each other; the reduced opacity

increases Ṁph of Run FEX with lower metallicities for Z ≳ 10−1.5 Z⊙, and Ṁph declines with

decreasing metallicity in the range of Z ≲ 10−1.5 Z⊙ owing to the inefficient FUV heating.
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Fig. 3.3 Microscopic views of FUV heating without X-ray effects (left) and with X-ray effects
(right). FUV photons are absorbed by the dust grains and produce thermalizing electrons
through the photoelectric effect. If X-ray radiation is present as in the right panel, X-ray
ionizes atoms (green sphere in the right panel) in the neutral regions. This makes the regions
electron-rich and reduces positive charge of the grains there by the efficient recombination. As
a result, the efficiency of the photoelectric effect is increased, which leads to a high heating
efficiency of FUV.

3.3.3 X-Ray Ionization Effect

The electron abundance of the neutral regions is raised by X-ray ionization, and FUV heating is

effectively strengthened in Run FEX. The gas temperatures of the neutral region generally become

higher compared to Run FE. This yields the neutral photoevaporative flows excited from even inner

regions of a disk. For Z ≳ 10−1.5 Z⊙, photoevaporative flows are excited from the bulk of the disk

surfaces. The X-ray effect decreases the radius in which all of the gas is gravitationally bound by

star’s gravity. However, inner regions have only a small contribution to the total photoevaporation

rate (Figure 3.4), as discussed in Section 3.3.1. Photoevaporation rates are not significantly increased

by the X-ray effect. That is, FUV heating is capable to drive the neutral photoevaporative flows

even without the strengthening effect of X-rays in this metallicity range. This is in good contrast to

the runs with the very low metallicities 10−2.5 Z⊙ ≲ Z ≲ 10−1.5 Z⊙.

In the metallicity range of Z ≲ 10−1.5 Z⊙, Ṁph of Run FEX decreases with decreasing metallicity

owing to the inefficient FUV heating relative to dust-gas collisional cooling, but the decline is found

to be smoother than in Run FE. In Run FEX, the electron abundance is increased by ionization of

the dominant X-ray absorber, hydrogen. Thus, the electron abundance is essentially independent

of metallicity in the neutral regions (Figure 3.5). Since the photoelectric effect efficiency varies

according to the electron density only through the ratio of the dust/PAH photoionization rate to

the dust/PAH recombination rate γpe = GFUV

√
T/ne (see Eq.(2.24)), metallicity does not, at least

explicitly, affect the photoelectric effect efficiency, when hydrogen ionization largely sets the electron

abundance. The rich electron abundance makes FUV heating remain effective even at the low

metallicities of Z ≲ 10−1.5 Z⊙ in Run FEX, which is not the case for Run FE. This explains the

smoother decline of Ṁph in Run FEX than in Run FE.

There is a large difference between the photoevaporation rates of Run FEX and Run FE, especially

for 10−2.5 Z⊙ ≲ Z ≲ 10−1.5 Z⊙. It can be due to an effect of the partial ionization by X-ray. For

instance, in the Z = 10−2 Z⊙ disk, the electron abundance is larger in Run FEX/Z-2 than in Run
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Fig. 3.4 Each panel shows the difference in the metallicity dependences of Ṁph for Run
FEX (blue), Run FE (red), and EX (green). The contribution from the EUV-driven flow is

approximately represented by the yellow regions (ṀEUV ≃ 0.4–1×10−9 M⊙ yr−1). It separates

the EUV photoevaporation rates from the total photoevaporation rates. The panels show Ṁph

calculated with rS = 100 au (top) and rS = 200 au (bottom).
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Fig. 3.5 Meridional distributions of electron abundance at r = 100 au in the disks with various
metallicities. The data are taken from Run FEX. We note that here the horizontal axis indicates
hydrogen nuclei column density NH instead of θ unlike in Figure 3.2.

FE/Z-2 by two orders of magnitude in the low-density region (nH ∼ 105–106 cm−3) at ∼ 100 au.

The ratio γpe = GFUV

√
T/ne (cf. Eq.(2.24)) is correspondingly small, with the typical value of

∼ 103(ne/100 cm
−3)−1 in the low-density region. The value is smaller than in Run FE/Z-2 by

almost two orders of magnitude. Thus, the photoelectric effect efficiency (Eq.(2.24))

ϵpe =

[
4.87× 10−2

1 + 4× 10−3 γ 0.73
pe

+
3.65× 10−2(T/104 K)0.7

1 + 2× 10−4 γpe

]
,

is approximately an order of magnitude larger (Bakes and Tielens 1994). This increases the temper-

ature by a factor of a few, and then the gas satisfies the “unbound condition” η > 0. Other regions

of the disk are affected by X-rays in a similar manner; the X-ray effect increases the total specific

enthalpy η of the gas to be positive. In Figure 3.6, the neutral region of Run FEX/Z-2 partially

satisfies the unbound condition η > 0, whereas the unbound region appears to be almost identical

to the H II region in Run FE/Z-2. In runs with Z = 10−2 Z⊙, enabling X-ray ionization results

in exciting the FUV-driven neutral photoevaporative flows that have a significant contribution to

the mass-loss rate. The neutral flows, however, are not driven without the X-ray effects, and the

mass-loss is mainly contributed by the EUV-driven flows. As a result, the mass-loss rate of Run

FEX/Z-2 is significantly larger than that of Run FE/Z-2. The same conclusion holds for Run FEX

and Run FE with 10−2.5 Z⊙ ≲ Z ≲ 10−1.5 Z⊙.

With the very low metallicities of Z ≲ 10−3 Z⊙, the neutral flows are not excited even with the

strengthen FUV heating. Dust-gas collisional cooling is relatively strong compared to the X-ray-

strengthened FUV heating. Hence, the mass-loss rates are not significantly different between Run

FEX/Z-3 and Run FE/Z-3.
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Fig. 3.6 Snapshots of FEX/Z-2 (left) and FE/Z-2 (right). The density distributions are shown
in the top panels, and the distributions of η (Eq.(2.38)) are shown in the bottom panels,
where the red and blue regions indicate unbound (η > 0) regions and bound (η < 0) regions,
respectively. The velocity field with 0.25 km s−1 < vp < 0.5 km s−1 is indicated by the arrows
scaled by its magnitude. The velocity field are not shown in the H II regions (yHII > 0.5)
for clarity. The density contours are indicated by the solid lines: nH = 105 cm−3 (cyan),
nH = 106 cm−3 (yellow), nH = 107 cm−3 (black), and nH = 108 cm−3 (red). Note that we
draw the velocity arrows and density contours in different manners from Figure 3.1. The white
dot-dashed lines represent contours of yHII = 0.5, which is an approximate boundary between
the H II region and the other. The sonic surfaces are shown by the pink dashed lines.

3.3.4 Mass-Loss Profile

For a symmetric disk with respect to the rotational axis and the mid-plane, the total photoevapo-

ration rate Ṁph is calculated as the integration of the surface mass-loss rate Σ̇ph,

Ṁph =

∫
2πRΣ̇phdR . (3.17)

The surface mass-loss rate Σ̇ph is also referred to as the mass-loss profile, as it explains the con-

tribution of the mass-loss from a disk annulus at R. The mass-loss profile is especially important

to determine the secular viscous evolution of PPDs. In the later stage of the evolution, the surface

accretion rate Σ̇acc of a PPD drops below the surface photoevaporation rate Σ̇ph at a certain radius.

The disk annulus at the radius loses its mass owing to photoevaporation otherwise it were supplied
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to the inner annulus through accretion. The inner annulus also supplies its mass to the further inner

annulus but can not gain mass from the outer reservoir. A gap then opens at the radius, and the disk

is split into the inner and outer disks. The inner disk clears within the viscous timescale (Eq.(1.33)),

leaving a disk with a transitional-disk-like structure (Clarke et al. 2001, Alexander et al. 2006, Owen

et al. 2010). The mass-loss profile is thus essential to determine the hole sizes of transitional disks.

The mass-loss profile in Eq.(3.17) gives one-dimensional mass loss rates, i.e. Σ̇ph can be interpreted

as the mass loss rates per unit area from an infinitesimally thin disk. In practice, a PPD has a finite

scale height H at each R; Σ̇ph should express the mass flux coming out of the base. Thus,

Ṁph = 2

∫
S

ρbv⃗p · dS⃗, (3.18)

where S is the disk surface (base), and dS⃗ is an infinitesimal surface element vector orthogonal to

the base. The first factor of two indicates the contribution from the two sides of the disk surface. In

this section, we define the base as the surface where the optical depths for UV and X-ray photons

are equal to unity. For instance, the base for EUV and FUV photoevaporative flows are identical

with the τEUV = 1 and AV = 1 surfaces, respectively. Assuming that the base profile is given by

z = f(R) and photoevaporative flows are launched at vp with β which is the angle between v⃗p and

the base (cf. Figure 2.10), Eq.(3.18) reduces to

Ṁph = 2

∫
S

ρbvp sinβ

√
1 +

(
df

dR

)2

R dϕdR

= 2

∫
2πRρbvp sinβ

√
1 +

(
df

dR

)2

dR. (3.19)

Hence, for an axisymmetric disk with a finite scale-height, Σ̇ph is defined as

Σ̇ph = 2ρbvp sinβ

√
1 +

(
df

dR

)2

. (3.20)

The mass-loss profile depends on the parameters: ρb, vp, β, and f , which are determined by the

hydrodynamical profiles of photoevaporative flows. Although the so-called ρcs model (Hollenbach

et al. 1994, Ercolano et al. 2009, Gorti and Hollenbach 2009, Tanaka et al. 2013) is successful to

predict photoevaporation rates with a hydrostatic method to some extent, there is no choice but to

make assumptions for these parameters. This could yield different Σ̇ph and thereby Ṁph from more

accurate ones derived from numerical simulations. In fact, Owen et al. (2010) showed that those

derived by the ρcs model and by hydrodynamics simulations have different values. Especially, the

launching velocity vp and angle β are strongly dependent on details of flow structure; it is important

to perform hydrodynamics simulations to determine the parameters accurately.

Using the result of the simulation where a solar metallicity disk is illuminated by UV and X-

ray, we obtain Σ̇ph for the case of Z0/FEX (the purple crosses in Figure 3.7). The mass-loss

profile monotonically decreases toward the larger radii with approximately ∝ R−1.56 for R > 1 au.

We compare the profile with that of Owen et al. (2012), where the results of the hydrodynamics

simulations in Owen et al. (2010) and Owen et al. (2011a) are used. The mass-loss profile is given
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Fig. 3.7 Mass-loss profiles of Z0/FEX (purple crosses) and Owen et al. (2012) (green and
cyan lines). The green line shows the mass loss profile of Eq.(3.21), and the cyan line shows
that without the last exponential factor in Eq.(3.21). Note that the mass-loss profile of Owen
et al. (2012) is given in arbitrary units, but it is multiplied by 1 × 10−8 g cm−2 s−1 in this
panel to compare our mass-loss profile directly. The blue line is a fit for the mass-loss profile
of Z0/FEX within 2.5 au ≤ R ≤ 100 au.

as

Σ̇w(x > 0.7) =100.15138(log x)6−1.2182(log x)5+3.4046(log x)4−3.5717(log x)3−0.32762(log x)2+3.6064 log x−2.4918

×
[
6× 0.15138(log x)5

x2(ln 10)7
− 5× 1.2182(log x)4

x2(ln 10)6
+ 4× 3.4046(log x)3

x2(ln 10)5

−3× 3.5717(log x)2

x2(ln 10)4
− 2× 0.32762(log x)2

x2(ln 10)3
+

3.6064

x2(ln 10)2

]
exp

[
−
( x

100

)10]
,

where x = 0.85

(
R

au

)(
M∗

M⊙

)−1

,

(3.21)

(the green line in Figure 3.7; Owen et al. 2012). For x < 0.7, Σ̇w = 0. We believe that the

last exponential factor in Eq.(3.21) would be originated from the adopted computational boundary

which only extends to r = 100 au in the spherical polar coordinates. Since the base is flared with

arctan(H/R) ∼ 45◦ (see Figure 3.(b) in Owen et al. (2010)), the radius is R ∼ 70 au in the cylindrical

polar coordinates at the intersection point of the base and the outer boundary. The mass-loss rates

of Owen et al. (2010) and Owen et al. (2011a) are measured at r = 85 au to avoid the effects from

spurious reflections on the photoevaporation rates. The total photoevaporation rate contains the
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contribution only from R ≲ 60 au. Therefore, we expect that Eq.(3.21) provides the mass-loss profile

of X-ray photoevaporation only for R ≲ 60 au. In order to compare the mass loss profiles of ours

and Owen et al. (2012) at a large distance, we also show the mass-loss profiles of Owen et al. (2012)

without the last exponential factor (the cyan line in Figure 3.7).

The difference in the mass-loss profiles of Owen et al. (2012) our Z0/FEX is within a small factor

for R ≲ 40 au, while it becomes larger with R. The difference is almost an order of magnitude at

R = 60 au. In addition, the mass-loss profile of Owen et al. (2012) decreases more rapidly with

increasing R than that of Z0/FEX. We discuss several possible origins of these differences in the

following.

First, we conclude that FUV is the main driver of photoevaporation and X-ray effect is limited

as a driver. Our mass-loss profile is for FUV photoevaporation (Figure 3.7). In contrast, FUV is

not incorporated in the simulations of Owen et al. (2010) and Owen et al. (2011a), and thus the

mass-loss profile is for X-ray photoevaporation. The different heating mechanisms of the two studies

can yield different base temperatures and mass-loss profiles. In Z0/FEX, the base temperature has

a profile of ∝ R−0.46 (Figure 3.8(c)). The base temperature profile of Owen et al. (2010) or Owen

et al. (2011a) is not provided; we cannot directly compare the profiles of the studies. Instead, we

approximately estimate the base temperature of Owen et al. (2010) as follows. The base density of

Owen et al. (2010) is assumed to be similar to that of our Z0/FEX *2

nb ≃ n1

(
R

au

)−α

, (3.22)

where n1 ∼ 108 cm−3 is the base density at R = 1au and α ≃ 1.2–1.5 is a fitting index. The

ionization parameter ξ = LX/nr
2 (Owen et al. 2010) is then calculated as

ξ ∼ 10−5–10−4

(
LX

1030 erg s−1

)( n1
108 cm−3

)−1
(
R

au

)−(2−α)

. (3.23)

According to Figure.2(a) of Owen et al. (2010), the temperature is approximately scaled as T ∝ ξ1.5

for the radius range of interest 1 au ≤ R ≤ 100 au corresponding to 10−6 ≲ ξ ≲ 10−4. Consequently,

we obtain T ∝ R−β (β = 1.2–0.75) as the base temperature profile in Owen et al. (2010). The

base temperature more rapidly declines with increasing R than that of our Z0/FEX. The rapid

decline of the base temperature results in a rapid decrease of Σ̇ph with increasing R: Σ̇ph ∝ nbcs ∝
R−(α+β/2) ≃ R−1.9. This estimated radius dependence is in good agreement with Eq.(3.21) which

gives Σw ∝ R−2 in 5 au ≲ R ≲ 30 au. Hence, we can conclude that the difference in the base

temperature profiles due to the different heating would be one of the causes for the different Σ̇ph in

Owen et al. (2012) and Z0/FEX.

Second, the adopted outer boundary is r = 400 au in this study for the same reason as Owen

et al. (2010). We show that the spurious reflection of subsonic flows at the outer boundary reduces

the contribution from the region close to the boundary to the total mass loss rate (Section 2.4.4).

The radius where the photoevaporation rates are measured needs to be sufficiently distant from the

outer boundary. In Owen et al. (2010) and Owen et al. (2011a), however, the photoevaporative flows

launched from R ≳ 50–60 au seem not to be accelerated to a supersonic velocity yet before they reach

the outer boundary (See Figure 3.(b) in Owen et al. (2010)). This could result in underestimation

*2 This assumption would be well reasonable as the definition of the base is similar to ours in Owen et al. (2010)
and Owen et al. (2011a), where it is defined as the surface at which the column to the central star is less than
NH ≤ 1022 cm−2.
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(a) Profiles of density nb and poloidal velocity vp

(b) Profiles of the launching angle β and the geometrical factor
√

1 + f ′2

(c) Profiles of the sound speed cs and the mach number M

Fig. 3.8 Base profiles of Z0/FEX (blue dots). The red solid lines are fits of the profiles for
2.5 au ≤ R ≤ 100 au. Note that a fit for 10 ≤ R ≤ 100 au is also presented as the green line in
the panel of nb for comparison.



Chapter 3 UV & X-Ray Photoevaporation of PPDs: the Influences of X-Ray 82

of the mass-loss from the region (Section 2.4.4).

Finally, the differences in the adopted methods could be other possible causes of the difference

in the mass-loss profiles. Owen et al. (2010) adopts the “ionization parameter” approach, while

we self-consistently solve non-equilibrium chemistry for multi-species, taking account of molecular

line cooling due to H2 and CO, and radiative transfer for photons whose energy ranges from IR

to X-ray. This difference may yield differences in thermal structures of the disks even if the same

physical processes are considered. The thermal structure sets the disk flaring and thereby the base

configuration. Since dṀph ∝ R2 Σ̇ph(R) d(lnR) (cf. Eq.(3.17)), a larger flaring can reduce dṀph at

the same column density NH. This largely sets Σ̇ph. Actually, the base flaring in Z0/FEX has a

smaller value of arctan(H/R) ∼ 30◦ than that of Owen et al. (2010).

3.3.5 Lifetimes

Typical PPD lifetimes have been suggested to be about 3–6Myr for solar metallicity disks (Haisch

et al. 2001, Ribas et al. 2014) and ∼ 1Myr for those with Z = 0.2Z⊙ (Yasui et al. 2009, 2010,

2016b,a). Though there are large uncertainties in the observationally estimated lifetimes, we fit

the metallicity dependence of the lifetimes as Tlife ∝ Z0.82 in Section 2.4.2. In this study, the

estimated lifetimes of Run FEX have metallicity dependences of Tlife ∝ Ṁ−1
ph ∝ Z0.64±0.07 for

0.1Z⊙ ≤ Z ≤ 100.5 Z⊙ with rS = 100 au, and Tlife ∝ Z0.62±0.09 in Run FE. The metallicity

dependences of the lifetimes are consistent with the observational metallicity dependence of the

PPD lifetimes (Figure 3.9). Note that we currently have only the two data points for observational

lifetimes in Figure 3.9. More data points are required for a more meaningful comparison with our

model.

We show in the previous three sections that photoevaporative flows are not excited by X-ray

heating in a direct manner. EUV-driven photoevaporative flows largely contribute to the total

photoevaporation rate in Run EX. Therefore, Run EX does not show a metallicity-independent

trend in Ṁph, and Ṁph is much smaller than in Run FEX or Run FE, where the mass loss is

contributed by the dense FUV-driven flows. This suggests that when EUV heating dominantly

contributes to drive photoevaporative flows as in our Run EX, EUV + X-ray radiation does not

yield a metallicity-dependent trend in PPD lifetimes. Hence, given that the metallicity dependence

of the PPD lifetimes are originated from the metallicity dependence of photoevaporation rates,

our results directly indicate that FUV photoevaporation is the major cause to yield metallicity

dependence in the disk lifetimes.

3.4 Discussion

Our conclusion is qualitatively consistent with that of Gorti and Hollenbach (2009) (hereafter,

GH09), where it is concluded that although X-ray itself is not so effective heating source, X-ray

ionization increases the photoelectric effect efficiency and amplifies the FUV photoevaporation rate.

On the other hand, several previous studies have proposed X-ray as an important heating source to

drive photoevaporation (Ercolano et al. 2008, 2009, Owen et al. 2012). However, the results of our

self-consistent hydrodynamics simulations show that but our direct comparison shows that X-ray

heating is ineffective to excite vigorous photoevaporative winds with a large mass-loss rate. This

conclusion is in agreement with those of Alexander et al. (2004), Gorti and Hollenbach (2009), and

Wang and Goodman (2017). In the following, we discuss the influences of several elements associated

with our X-ray radiation model.
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Fig. 3.9 Metallicity dependence of PPD lifetimes. The red points show the observationally
estimated lifetimes. Here we adopt 4.9± 1.1Myr at Z = 1Z⊙ and 1.3± 1.9Myr at Z = 0.2Z⊙
(cf. Figure 1.3 and Table 1.1). The blue points show the evaporation timescale defined as

∝ Ṁ−1
ph . We use Ṁph measured at rS = 100 au in Run FEX to calculate the evaporation times.

They are normalized so that the evaporation time coincides with the observational lifetime at
solar metallicity. Note that we show the estimated lifetimes for Run FE in Figure 2.13.

3.4.1 Spectral Hardness of X-ray

The spectral hardness of X-ray generally has a large impact on the resulting photoevaporation rate.

Table 1 of Ercolano et al. (2009) indicates that using a large “prescreening” column, i.e., increasing

the hardness of the EUV + X-ray flux incident on a disk surface, results in a small photoevaporation

rate. There are effectively no photons with ≲ 0.1 keV, which are categorized into EUV in Ercolano

et al. (2009), reaching the surface of a disk with the prescreening column of NH ≥ 1021 cm−2 (see

Figure 3 of Ercolano et al. 2009). The resulting Ṁph is of the order of 10−11 M⊙ yr−1 with this

spectral hardness, and is two orders of magnitude less than those with the prescreening columns

of NH ≤ 1020 cm−2, The incident flux includes the EUV component (≤ 0.1 keV) as well as X-ray

with these columns. These results suggest that X-ray photoevaporation is inefficient with a hard

spectrum, as has been also shown in Gorti et al. (2015). Our X-ray spectrum is similar to that with

prescreening column of NH ∼ 1021 cm−2 in Ercolano et al. (2009), with which Ṁph is as small as

∼ 10−11 M⊙ yr−1.
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We perform additional test simulations in which our fiducial X-ray spectrum is shifted to lower

energy ranges in order to examine whether using a harder spectrum actually results in a small Ṁph.

Let F (E) the fiducial X-ray spectrum. The shifted spectra have the profiles of F (E ×
√
10) and

F (E × 10). The absolute values of the X-ray fluxes are set so that the total luminosity is fixed at

1030 erg s−1. We show the shifted spectra with the yellow and blue lines in Figure 3.10. Henceforth,

Fig. 3.10 Fiducial X-ray SED (red) and logarithmically shifted SEDs (blue and orange). The

shifted SEDs are provided by F (E ×
√
10) (blue) and F (E × 10) (orange), where F (E) is the

fiducial SED function.

we call the shifted spectrum colored in yellow “the soft spectrum”, and the other colored in blue “the

intermediate spectrum”. We employ Eq.(3.15) to calculate the photoheating rates as in our fiducial

model. The heating efficiency fh is assumed to be given by Eq.(3.16) also for the shifted spectra.

The heating efficiency fh is expected to be larger with the softer spectra, because the bulk of the

energy deposited to primary electrons goes into heating via Coulomb interactions with the ambient

electrons when ye ∼ 1 (Maloney et al. 1996). However, we neglect the photon energy dependence

of the heating efficiency; we run simulations with fh = 1 in Section 3.4.2. This corresponds to the

limiting case in which whole deposited energy goes into heating. We do not take into account FUV

heating in the test simulations here.

The maximum values of the photoheating rates (the gray lines in Figure 3.11) are larger with

the soft and intermediate spectra than with our fiducial spectrum (the right column of Figure 3.2)

by approximately an order of magnitude. The specific photoheating rate decreases as the spectral

hardness increases. We also see in Figure 3.11 that low-energy photons are absorbed within low-

density regions close to the ionization front. These results are attributed to the larger cross-section

of the medium to lower energy photons. To summarize, as the cross section gets large, photons are

absorbed with small columns, i.e. in low-density regions, but the resulting heating rate becomes
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Fig. 3.11 Meridional distributions of the physical quantities at r = 100 au in the simulations
with the soft spectrum (left), intermediate spectrum (middle), and intermediate spectrum with
using fh = 1 (right). The panels are presented in the same manner as Figure 3.2. We note
that the photoheating calculated with the spectra is referred to as X-ray heating regardless
of the fact that the soft and intermediate spectra technically contain the EUV component
(13.6 eV ≤ hν ≤ 100 eV).

higher.

The gas temperature is raised by the photoheating with the soft and intermediate spectra only

in the region near the ionization front, whereas it remains low in a large part of the neutral region,

as seen in Figure 3.11. The gas is not sufficiently hot to drive neutral evaporative flows, and the

EUV-driven flows dominate the mass loss. The resulting photoevaporation rates are compared for

the soft, intermediate, and fiducial spectra in Figure 3.12. The photoevaporation rates are not

crucially affected by the spectral hardness, though the thermal and chemical structure is changed

(Figure 3.11).

3.4.2 Heating Efficiency

The heating efficiency fh is another important factor to determine the photoheating rate. Using

fh = 1 increases the photoheating rate, as clearly seen in Figure 3.11, and makes the neutral region

temperature higher than when using fh of Eq.(3.16) (the left and middle columns in Figure 3.11).

As a result, using the intermediate spectrum with fh = 1 yields the highest photoevaporation rate
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Fig. 3.12 Resulting Ṁph as functions of the cross-section-weighted average photon energy of

the soft, intermediate, and fiducial spectra. The cyan and purple lines represent Ṁph derived
from the simulations in which fh is calculated by Eq.(3.16) and fh is set to unity, respectively.
The photoevaporation rates of Run X/Z0 are shown by the yellow points for comparison (cf.
Table 3.3).

(Figure 3.12). We note that the cross-section-weighted mean energy Ē is 0.03 keV and 0.11 keV for

the soft and intermediate spectra, respectively; it is Ē = 0.34 keV for our fiducial spectrum. The

specific photoheating rate is still low even with fh = 1 for the fiducial spectrum. The resulting

photoevaporation rate is hardly changed from that in our fiducial model. Thus, it is concluded that

the high-energy component of ≳ 0.1 keV is generally ineffective to drive neutral photoevaporative

winds. This conclusion also holds for the hard component contained in the soft and intermediate

spectra. The results of our test simulations directly indicate that EUV (13.6 eV ≤ hν ≤ 100 eV) is the

major component to cause the mass loss, but not X-ray (0.1 keV ≤ hν ≤ 10 keV). Especially, hard

EUV photons with ∼ 102 eV are suggested to be the most effective component to cause a significant

mass loss. These results confirm our conclusion that X-ray itself is not an efficient heating source

for driving photoevaporation.

We directly compare Ṁph in the test simulations with those in Run X/Z0 Figure 3.12. Again, we

see that X-ray is ineffective to drive photoevaporative flows. EUV dominantly contributes to the

mass loss in the case where FUV heating is absent. Note that our results are consistent with Table

1 of Ercolano et al. (2009), in which we have found that the photoevaporation rates are significantly

low without the EUV photons incident on the disk (see also Gorti et al. (2015)).

In Ercolano et al. (2009), the disk surface is irradiated by the EUV component if the prescreening

column density is less than 1020 cm−2. Our intermediate spectrum is similar to that of Ercolano

et al. (2009) with NH = 1019–1020 cm−2. Their resulting photoevaporation rates are Ṁph ≃ 4 ×
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10−9 M⊙ yr−1, and are quite similar to our resulting Ṁph of the simulation with the intermediate

spectrum and fh = 1 (Figure 3.12). Moreover, there is only a factor of two difference between

the photoevaporation rate of Owen et al. (2012) and ours. Owen et al. (2012) adopt an “ionization

parameter” approach in the hydrodynamics simulations, and gas temperatures are determined based

on the results of the calculations with the unscreened spectrum in Ercolano et al. (2009). It is implied

by the agreement between Ṁph in Owen et al. (2012) and this study that for a spectrum with a large

amount of hard EUV ∼ 0.1 keV photons, the ionization parameter approach provides essentially the

same results as those derived in the simulations where heating and radiative cooling are calculated

in a consistent manner. Nevertheless, self-consistent studies such as ours are necessary to examine

the relative importance between X-ray and FUV.

In EX/Z0 with the intermediate spectrum and fh = 1, the resulting Ṁph is about a factor of two

smaller and the opening angle of the H II region is narrower (see the right column in Figure 3.11)

than those in Owen et al. (2012). A number of differences in the adopted methods has the potential

to cause these differences. This makes it difficult to specify critical causes. Nonetheless, comparing

the results between our EX/Z0 with the intermediate spectrum and fh = 1, and with the fiducial fh

(Eq.(3.16)) give important clues to understand the causes, because the different fh makes differences

in opening angles and Ṁph (Figure 3.11 and Figure 3.12). The comparison suggests that a higher

heating efficiency fh yields a larger photoevaporation rate and a narrower H II region, letting us

assume that heating efficiency is somehow higher in Owen et al. (2012) than in our simulations.

In fact, the X-ray-heated region temperature of Owen et al. (2012) is typically ∼ 4000–5000K

at 2–10 au, whereas it is 2000–4000K in our EX/Z0 with the intermediate spectrum and fh =

1. Hence, we conclude that a larger heating efficiency may cause the narrower opening angle of

Owen et al. (2012). Such high heating efficiency can be achieved in an electron-rich neutral region,

because Coulomb interactions are efficient between primary electrons and the ambient electrons

(Shull and van Steenberg 1985). We do not account for this effect in our test simulations for

simplicity. Including the effect could increase X-ray heating rates especially in electron-rich regions.

On the other hand, the heating rate can be also lowered in such regions because X-rays are hardly

absorbed in a highly ionized medium. Incorporating the electron abundance dependence would raise

X-ray heating rates by a small factor with the low electron abundances in the neutral regions of our

model ye ∼ 10−4–10−2 (Figure 3.2 and Figure 3.11). Note that comparing Run FEX and Run FE,

we actually see a narrower H II region produced by a higher heating rate in Run FEX, where FUV

heating is strengthened by X-ray ionization (Figure 3.1 and Figure 3.6).

Wang and Goodman (2017) showed that photoevaporation rates are increased by disabling efficient

cooling processes, regardless of the hard X-rays with 1 keV used in the simulations. For the purpose

of examining whether it is also the case in our fiducial model, another test simulation is performed.

we adopt fh = 1 and the same setup as Run X/Z0, except that we disable all of the line cooling.

Indeed, we obtain a modestly larger photoevaporation rate of 5 × 10−9 M⊙ yr−1 than our EUV

photoevaporation rates. Hence, if all of the deposited energy to the primary electron effectively

goes into heating and line cooling processes were inefficient, which might be unrealistic, a relatively

efficient mass loss is caused by hard X-rays.

Overall, the heating efficiency fh significantly affects the effectiveness of X-rays to drive photoe-

vaporation. The exact profile of the high energy spectrum especially at ∼ 0.1 keV also has a major

effect on photoevaporation. Modeling a self-consistent heating efficiency and using a realistic spec-

trum is necessary for a comprehensive study regarding the effectiveness of X-ray (and hard EUV)

on photoevaporation.

Finally, it is noteworthy that photoevaporation caused by a hard EUV likely depends on metal-
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licity. The efficiency of the metal coolants in the neutral region, such as O I cooling and dust-gas

collisional cooling, becomes small as metallicity decreases, and it might cause metallicity dependence

of photoevaporation occurring in the neutral region. The exact spectrum profile should be taken

into account although observing EUV spectrum is hard because of the extinction by circumstellar

and interstellar matters. Similarly, a different Ṁph would be obtained with different FUV spectra.

Further studies are warranted to address these issues associated with detailed conditions.

3.4.3 Input Parameter Uncertainties

We have concluded that the dense neutral flows are effectively driven by FUV but X-ray is inefficient

to heat the gas. This conclusion is, at least partly, affected by input parameters, such as the

abundance of polycyclic aromatic hydrocarbons (PAHs) and spectra/luminosities of FUV/EUV/X-

ray. In this section, we discuss the model limitations that possibly arise from such uncertainties in

input parameters.

· Grain Properties

Grain photoelectric heating is significantly contributed by PAHs and very small grains, and therefore

their abundances are crucial to determine the FUV heating rate (Gorti and Hollenbach 2008, Gorti

et al. 2009, 2015). The PAH abundances around T Tauri stars is observationally suggested to

be smaller than the ISM value, which is adopted in our fiducial model. Though there remain large

uncertainties in the observed abundances (Geers et al. 2007, Oliveira et al. 2010, Vicente et al. 2013),

we have examined the impact of the PAH abundance on FUV photoevaporation in Section 2.4.3.

FUV heating is effectively weakened by the reduced PAH abundance, but still, FUV drives the

neutral photoevaporative flow even without the PAH contribution. The resulting photoevaporation

rates are reduced but are the same orders of magnitude as the case where the PAH contribution is

incorporated.

As well as the PAH abundance, the local size distribution of grains and their amounts have

influences on photoelectric heating rates. They can spatially vary in PPDs because of the effects of

dust growth/fragmentation, settling, entrainment, and other processes (Owen et al. 2011b, Hutchison

et al. 2016b,a). In fact, observations have detected their variabilities in several PPDs (e.g., Pinte

et al. 2016). The spatial distribution of grains accordingly changes the disk opacity. This may also

strongly affect photoevaporation rates. Hence, it is necessary to take into account not only the

reduced abundances of smaller grains but also different spatial distributions of grains with various

sizes for accurate modeling of FUV photoevaporation.

· Stellar Luminosities and Spectra

There are also uncertainties in FUV and X-ray luminosities of young stars. A large fraction of FUV

photons are considered to be produced in accretion shocks around a T Tauri star. T Tauri stars

have a broad range of FUV luminosities with 10−6 L⊙ ≲ LFUV ≲ L⊙. The FUV luminosities are

known to approximately scale with the accretion rate Ṁacc as LFUV ∝ Ṁacc (Gullbring et al. 1998,

Yang et al. 2012). T Tauri stars also show a wide variety of X-ray luminosities with 1028 erg s−1 ≲
LX ≲ 1031 erg s−1 (Güdel et al. 2007a, Vidotto et al. 2014). Typical plasma temperatures are

measured to be (5–30) × 106 K, corresponding to the peak X-ray energy of ∼ 1 keV (Güdel and

Nazé 2009, Alexander et al. 2014). There is also a small number of T Tauri stars showing “soft

X-ray excess” with temperatures of a few millions of kelvins (0.3–0.4 keV) (Güdel and Nazé 2009).

TW Hya is one of such systems, and we use the observed X-ray spectrum of TW Hya. Therefore,

our fiducial X-ray spectra may be relatively soft compared to a typical X-ray spectrum of T Tauri
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stars. Even with such a relatively soft X-ray spectrum, X-ray is concluded to be ineffective for

exciting photoevaporation in our fiducial model. Since softer components of an X-ray spectrum

are important to drive photoevaporative flows as we have shown in Section 3.4.1 and Section 3.4.2,

the conclusion would not be changed even if X-ray spectra without the soft X-ray excess are used.

Note that X-ray spectra constructed from emission measure data are not necessarily the same as

that actually reaching the surfaces of PPDs, considering the screening effect by the circumstellar

medium and by the ISM on the line of sight. Note also that FUV and X-ray luminosities would

independently vary in time during PPD evolution. Thus, the relative effectiveness of FUV/X-ray

on photoevaporation with various luminosities and spectra is worth being examined.

Regarding EUV, the ISM absorption makes direct measurements of EUV luminosity and spectrum

significantly difficult, and thus they are hardly constrained. We assume the fiducial EUV spectra

to be blackbody radiation with an effective temperature of 104 K in our simulations. With this

spectrum, more than 90% of the EUV photons are emitted with the energy between 13.6 eV ≤
hν ≲ 16 eV, i.e. the energy of most EUV is close to Lyman limit. This implies that our combined

input spectrum with X-ray have a flux gap in the range of 20 eV ≲ hν ≲ 0.1 keV (Figure 3.13).

The practical spectra of the high-energy radiation from young stars would be continuous from UV

Fig. 3.13 Input spectra of the high-energy radiation in our fiducial model. The spectra of
FUV, EUV, and X-ray are indicated by the blue, orange, and red solid lines, respectively.
Note that we do not explicitly give the FUV spectrum in our simulations, since assuming FUV
spectrum is unnecessary to calculate FUV photodissociation rates and photoelectric heating
rates. Here the FUV spectrum is shown in a schematic manner so that it gives the fiducial
FUV luminosity LFUV = 3× 1032 erg s−1.

to X-ray, although neither of the actual spectrum nor the emission mechanism is well understood.

We have investigated the effect of the spectrum hardness on the resulting photoevaporation rates

in Section 3.4.1 and Section 3.4.2, and have shown that hard EUV photons (hν ≲ 100 eV; see

also Figure 3.10) might have potential to increase the resulting photoevaporation rate by a factor (

compare the purple dots at the middle and the right in Figure 3.12). Therefore, the lack of hard EUV

photons in our fiducial spectrum might miss its contribution to the resulting photoevaporation rates;

our photoevaporation rates appear to have uncertainty by a factor because of our adopted spectrum

of EUV and X-ray. Nevertheless, since the energy of the hard EUV is less than the threshold energy
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(≃ 0.29 keV), at which metal species dominantly absorb the high-energy photons, the hard EUV

would not directly yield a metallicity-dependent trend. Thus, the resulting metallicity dependence

of the photoevaporation rates we have obtained with our fiducial spectra would hold even if we take

account of the contribution from the hard EUV component. We note again that detailed modeling

of thermochemistry is necessary for the EUV photons with ≳ 35 eV to determine the heating rate

and photoevaporation rates, because the energy partly goes into other processes, such as secondary

ionization and exciting neutral gas (Draine 2011).

· Metallicity Dependence of X-ray Radiation

Strong X-ray emission is observed from young stars no matter whether there exists an indication

of a strong accretion activity. Therefore, X-ray emission is considered to originate from stellar

surface activity involving magnetic field rather than the accreting gas in contrast to the ultraviolet

radiation. A sudden energy release due to magnetic reconnection may dominate the source of the

strong X-ray emission, as Sun’s flare. Observed X-ray spectra are contributed from both continuum

and line emission by optically thin thermal plasma with the typical plasma temperature of 107 K

(Güdel et al. 2005, 2007b). Güdel et al. (2007b) showed that X-ray spectra of T Tauri stars (DG

Tau A, GV Tau, and DP Tau) are well fitted by thermal bremsstrahlung and line emission of metal

ions: O III Lyα (18.97 Å = 0.65 keV), O VIII Lyβ (14.2 Å = 0.87 keV), Ne IX (13.5 Å = 0.92 keV),

Fe XVII (17 Å = 0.73 keV, 15 Å = 0.83 keV, 13.8 Å = 0.9 keV), and Fe XVIII (16 Å = 0.78 keV).

Note that Ne X (12.1 Å = 1.0 keV), Fe XX (12.8 Å = 0.97 keV), and Fe XX–Fe XXIV lines also yield

a strong emission at ∼ 1 keV, which is often present in active stars having a hot corona (Telleschi

et al. 2005).

We have used a fixed X-ray spectrum and luminosity for all of the metallicity cases, but in practice,

the contribution from the metal lines may be reduced in low-metallicity environments. This effect

makes X-ray radiation of the central star further ineffective to drive photoevaporative flows. This

confirms our conclusion that X-ray is ineffective to drive photoevaporative flows.

We have shown that X-ray ionization strengthens FUV heating, and this effect is essential to drive

a strong photoevaporation with very low metallicities Z ≲ 10−2 Z⊙. This X-ray strengthening effect

can be decreased by the reduction of metal lines in low-metallicity environments. The metal lines

are a relatively softer component (≲ 1 keV) in the X-ray radiation. Softer X-ray is subject to a

larger cross section of the medium (cf. Eq.(3.4)) and is more efficiently attenuated. This indicates

that the softer X-ray component is important to ionize the neutral medium in low-density regions of

the disk to a relatively high ionization degree (yHII ∼ 10−3–10−2). Hence, compared to our fiducial

case, the reduced line emission can decrease the temperatures of the low-density regions because of

the small strengthening effect.

In a region optically thin to X-ray (τX(E) < 1), the balance between ionization by unattenuated

X-ray and recombination sets the ionization degree of the neutral medium. Thus the ionization

degree is calculated as

yHII ≃

(
α−1n−1

H

∫ Emax

Emin

dE
F (E)

4πr2E
σ

)1/2

,

where α is the recombination rate. The X-ray flux F (E) decreases to some extent owing to the

decline of metal line emission in low-metallicity environments, and the resulting ionization degree is

correspondingly reduced. Unfortunately, since it is generally difficult to derive the accurate portion

of metal line emission in X-ray flux at each energy bin, it is quite uncertain to what extent X-ray

flux should be decreased for low metallicities. Nevertheless, we can, at least, consider a limiting
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case, where all of the X-ray photons with ≤ 1 keV were assumed to be contributed from metal line

emission, to understand the trend the reduced line emission would yield in the resulting metallicity

dependence of the photoevaporation rates in our fiducial model. In the limiting case, the softer

component (≤ 1 keV) becomes ineffective to ionize the neutral medium as metallicity decreases. The

above equation can be approximated to yHII ∼ 10−4.5(r/100 au)−1(≡ xlow) in the case of Z → 0.

Note that xlow sets the lower limit of the ionization degree in the optically thin regions to X-ray above

1 keV. The value of xlow is 10–100 times lower than the ionization degree of the optically thin region

in Run FEX/Z0 (see the θ ≲ 0.5 region in the left bottom panel of Figure 3.2). This can lower the

photoelectric efficiency (Eq.(2.24)) and hence FUV heating rate (Eq.(2.23)) by a factor (compare the

FUV heating rates of the middle-left and middle-center panels in Figure 3.2). The decline of FUV

heating rate would reduce the photoevaporation rates in Run FEX with low metallicities where metal

line emission is weak. However, xlow is still larger than the electron abundance of the neutral region

in Run FE, where we do not include X-ray effects at all, for Z ≲ 10−0.5 Z⊙, because in Run FE,

electrons are provided only via ionization of atomic carbon whose abundance is given ∼ 10−4 Z/Z⊙.

This indicates that FUV heating rates are still larger than those in Run FE for the low metallicities

even without the contribution of the metal line emission. Therefore, resulting photoevaporation

rates would not fall below those of Run FE. In summary, if we take into account the decline of

the metal line emission with decreasing metallicity, the photoevaporation rates are expected to be

decreased for low metallicities (Z ≲ 10−1 Z⊙) from those of our fiducial Run FEX; still, they are

larger than, or at least equal to, the photoevaporation rates in Run FE at each metallicity. Further

quantitative discussions would require a detailed modeling of X-ray emission mechanisms, which is

clearly beyond the scope of this study.

3.5 Chapter Summary

We have studied photoevaporation of protoplanetary disks irradiated by UV/X-ray from the central

star with a suite of radiation hydrodynamics simulations. We have investigated the metallicity

dependence of photoevaporation due to those high-energy radiations. Our direct comparison between

various cases have shown that X-ray alone does not efficiently heat the gas up to a high temperature

necessary to yield a significant mass-loss rate.

Though the net heating effect is insignificant, X-rays efficiently raises the electron abundance in

the neutral region by ionization. This makes charged dust grains recombine more efficiently. The

fast recombination increases the FUV photoelectric heating efficiency, and the X-ray-strengthened

FUV heating raises the temperature of the neutral region. Consequently, the X-ray radiation effects

yields a larger photoevaporation rate, than the cases with FUV heating alone.

The disk photoevaporation rate increases as metallicity decreases in the range of Z ≳ 10−1.5 Z⊙

with all of the FUV, EUV, and X-ray radiation. The increase is due to the reduced opacity of the

disk medium for FUV photons. At Z ≲ 10−1.5 Z⊙, FUV photoelectric heating becomes ineffective

compared to dust-gas collisional cooling, and it suppresses photoevaporation. Including X-ray effects

is critical to excite FUV-driven photoevaporative winds in this low-metallicity range; otherwise,

FUV does not drive winds, and the mass-loss rate is set by the EUV-driven flows. The X-ray effects

significantly increase the photoevaporation rate with very low metallicities.

We have derived the metallicity dependence of the resulting photoevaporation rates. The metallic-

ity dependence caused by FUV and strengthened FUV heating is consistent with the observational

trend of the PPD lifetimes. Our model predicts that PPDs have longer lifetimes in extremely

low-metallicity environments than in solar or subsolar metallicity environments.



Chapter 4

Photoevaporation of Low-Mass Molecular

Cloud Cores: Lifetimes and Metallicity

Dependence

4.1 Overview

We have investigated the dispersal process of PPDs in the previous two chapters. In this chapter, we

extend the scope of our interest to the earlier stage of stellar system formation. We perform a suite

of 3D radiation hydrodynamics simulations where a molecular cloud core is illuminated by external

massive stars. The intense radiation field excites photoevaporative winds that strip the mass off from

the surface of the core. We study the fate of solar-mass cores and derive their lifetimes with varying

the core metallicity over a wide range of 10−3 Z⊙ ≤ Z ≤ Z⊙. In our simulations, radiation transfer of

far ultraviolet (FUV) and extreme ultraviolet (EUV) is incorporated, and we follow atomic/molecular

line cooling and dust-gas collisional cooling. The radiative transfer and hydrodynamics are coupled

with nonequilibrium chemistry in a self-consistent manner. Our results show that radiation-driven

shocks compress the cores to have a volume set by the pressure-equilibrium with the ambient hot gas.

Metal-rich cores condense to have small surface areas, where photoevaporative flows are launched,

owing to efficient radiative cooling. For our fiducial set-up with an O-type star at the distance of

0.1 parsecs, the resulting photoevaporation rate is small (∼ 10−5 M⊙ yr−1) for metal-rich cores,

but is larger for metal-poor cores that have larger launch areas. The cores keep being accelerated

away from the external radiation source by the so-called rocket effect and can travel over ∼1 parsec

within the lifetime. We also investigate photoevaporation of cores in a photodissociation region.

Grain photoelectric heating is ineffective in metal-poor cores that contain a small amount of grains;

they survive for over 105 years. It is concluded that the core metallicity significantly affects the

lifetime and thus determines the strength of feedback from massive stars in star-forming regions.

The contents in this chapter are based on Nakatani and Yoshida (2018).

4.2 Background

Giant molecular clouds (GMCs) are the largest self-gravitating bodies in galaxies and have masses

greater than ∼ 104M⊙. Line surveys at millimeter and sub-millimeter wavelengths have revealed

that GMCs have inhomogeneous clumpy substructures with a broad range of sizes (∼ 0.1–10 pc) and

masses (∼ 1–103M⊙) (Bally et al. 1987, Bertoldi and McKee 1992, Blitz 1993, Evans 1999, Williams
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et al. 2000, Muñoz et al. 2007). Typically, most massive clumps are birthplaces of stars in a GMC.

Stars form in clusters, which account for a large portion of star formation in GMCs. This suggests

that the overall rate and efficiency of star formation may be set by the evolution of stars with the

associated clumps in GMCs. It has been of great interest to study the evolution and the destiny of

molecular cloud clumps in a star-forming region.

All of the massive star formations take place in GMCs. Newly formed massive stars illuminate the

surrounding gas. The radiation is so strong that it can even destruct the parental GMC in about

ten million years (e.g. Blitz and Shu 1980, Stahler and Palla 2005). Ultraviolet (UV) radiation

from the massive stars chemically and thermally affects the state of the surrounding gas. EUV

ionizes hydrogen atoms to form an H IIregion, and FUV photodissociates molecules to yield a

photodissociation region (PDR) around the H II region. Grain photoelectric heating heats the PDR

gas to ∼ 100–1000K, while the gas in H II regions is heated to ∼ 104 K by heating followed by

hydrogen ionization. The pressure of H II regions is sufficiently high to drive shock waves in the

surrounding molecular gas. The process compresses the gas and can make it gravitationally unstable,

leading to star formation. Observations have actually found the evidences of such “sequential star

formation” (Elmegreen and Lada 1977) in local H II regions (e.g., Deharveng et al. 2005, 2008, Miura

et al. 2010) and in the Large and Small Magellanic Clouds (Contursi et al. 2000, Rubio et al. 2000,

Barbá et al. 2003).

The dynamical, chemical, and thermal structure of molecular cloud clumps/cores are significantly

influenced by UV radiation from nearby massive OB stars. The EUV heats the surfaces of the

molecular clouds, and the high-pressure drives shock in the cool interior of the clouds. The interior

gas is compressed by the so-called radiation-driven implosion (e.g., Tenorio-Tagle 1977, Klein et al.

1980, Bertoldi 1989, Duvert et al. 1990, Lefloch and Lazareff 1994), and can initiate gravitational

collapse. After the implosion, the clouds form a cometary structure: a dense core and a prolonged

tail in the opposite direction to the radiation source. Such cometary molecular clouds around nearby

hot stars are termed “cometary globules” (CGs). CGs are often found near OB associations (e.g.,

Reipurth 1983), and are considered to be precursors of the Bok globules (Bok and Reilly 1947).

There also exist CGs in nearby planetary nebulae, such as Rosette nebula, Helix Nebula, and Gum

nebula (Reipurth 1983, O’dell and Handron 1996, O’Dell et al. 2002, 2007). Infrared observations

have proposed that star formation might be actually occurring in these cometary globules (Sugitani

et al. 1991, Sugitani and Ogura 1994) and at the bright rims of the globules (Sugitani et al. 1995,

Megeath et al. 1996).

In addition to initiating gravitational collapse and and forming CGs, UV radiation drives pho-

toevaporation from the surface of the clouds by their intense heating (e.g, Bertoldi 1989, Bertoldi

and McKee 1990). The clouds are gradually eroded from their surfaces, and a significant portion

of the mass is lost. Starting with Oort and Spitzer (1955), many of studies have been investigated

cloud photoevaporation followed by the radiation-driven implosion and the subsequent CG formation

both numerically and analytically. Numerical modeling of the radiation-driven implosion were first

carried out with 1D hydrodynamics simulations by Tenorio-Tagle (1977) and with 2D simulations

by (Klein et al. 1980, Sandford et al. 1982, 1984). An approximate analytic model is first devel-

oped by Bertoldi (1989) for the radiation-driven implosion and by Bertoldi and McKee (1990) for

the cometary structure formation, taking into account the effects of photoevaporation. Lefloch and

Lazareff (1994) perform 2D numerical simulations to investigate a detailed evolutionary sequence

from the radiation-driven implosion phase to the quasi-static cometary phase. It is shown that a

photoevaporating cloud spends ∼ 90% of the lifetime in the cometary phase. Mellema et al. (1998)

develops a time-dependent analytic model for the evolution of cloud mass and cometary structure
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under the effects of photoevaporation. The analytic model is consistent with the analytic solution

of Bertoldi and McKee (1990). Mellema et al. (1998) also perform 2D radiation-hydrodynamics

simulations of photoevaporating clouds with non-equilibrium ion/atom chemistry. The results are

consistent with the derived analytic model. The observational features of CGs in the nearby nebulae

have been directly compared with these cloud photoevaporation models, and it has been concluded

that the models well explain the observational results (López-Mart́ın et al. 2001, Williams et al.

2001). Other studies investigate cloud photoevaporation due to ionizing radiation with self-gravity

(Kessel-Deynet and Burkert 2003, Esquivel and Raga 2007) and with the diffuse EUV (Cantó et al.

1998, Pavlakis et al. 2001). Cloud photoevaporation with inhomogeneous structures (González et al.

2005, Raga et al. 2005) and for multi-cloud systems (Raga et al. 2009) are also studied by radiation

hydrodynamics simulations.

As well as EUV, FUV from nearby massive stars also drives photoevaporation. Johnstone et al.

(1998) studied FUV effects on spherical gas clouds (and protoplanetary disks) with 1D analytic

modeling and numerical simulations. Gorti and Hollenbach (2002) generalized the study of John-

stone et al. (1998) and Störzer and Hollenbach (1999), developing a 1D analytical model of FUV

photoevaporation that can be applied with various input parameters, such as initial cloud density

and cloud temperatures. In the study, it is concluded that shocks develop in strongly FUV-irradiated

clouds, and it might trigger gravitational collapse inside the compressed core. The authors estimated

the cloud lifetimes to be ∼ 104–105 yr for solar-mass clouds with using typical parameters in the

local star-forming region. More recently, 1D radiation-hydrodynamics simulations with the effects

of both FUV and EUV were performed by Decataldo et al. (2017) to study cloud photoevaporation

around massive stars or quasars. The results are shown to be consistent with those derived in Gorti

and Hollenbach (2002).

In these previous studies, an object of interest has been cloud photoevaporation around massive

stars in solar-metallicity environments. The evolutionary process and the lifetimes can be differ-

ent for molecular clouds in low-metallicity star-forming regions, such as, for example, those in the

LMC (Minamidani et al. 2011) or in the early universe (Shapiro et al. 2004). Low-metallicity clouds

lack metal coolants, and grain photoelectric heating is inefficient there. Therefore, metallicity is

expected to be a key parameter to determine the dynamical/chemical/thermal structure of photoe-

vaporating clouds. In particular, the lifetimes and its metallicity dependence would be an important

element, which regulates the efficiency of star formation in high-redshift galaxies. Exploring cloud

photoevaporation in various environments is thus important.

4.3 Methods

We set an initially molecular spherical core with decreasing metallicity Z illuminated by an external

radiation source (massive star) at distance D (Figure 4.1). The core is exposed to the radiation

field from the external source which is assumed to have an FUV luminosity LFUV and an EUV

photon emission rate ΦEUV, and correspondingly the FUV and EUV fluxes of LFUV/4πD
2 and

ΦEUV/4πD
2. A suitably modified version of the publicly available hydrodynamics code PLUTO

(Mignone et al. 2007) is used for this study. The numerical methods are basically the same as in

the previous chapters. In the following, we describe the numerical methods applied to this study in

detail with a brief review of the code. Further details are found in Chapter 2, where we have studied

the metallicity dependence of PPD photoevaporation.

The molecular cloud cores are made of the ISM consists of dust and gas. The gas is assumed to

contain seven chemical species: H, H+, H2, C
+, O, CO, e−. The elemental abundances of carbon
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Fig. 4.1 Schematic picture of our simulation configuration. A core, whose metallicity is Z, is
irradiated by the plane-parallel UV radiation from the external source placed at the distance
D. The intense UV radiation excites photoevaporative flows from the surface of the core.

and oxygen are set to interstellar values yC = 0.926 × 10−4 Z/Z⊙ and yO = 3.568 × 10−4 Z/Z⊙,

respectively, and the dust-to-gas-mass ratio is set to 0.01Z/Z⊙. We implement photoheating associ-

ated with H I photoionization (hereafter EUV heating) and the grain photoelectric effect (hereafter

FUV heating; Bakes and Tielens 1994). Radiative transfer of FUV and EUV radiation field are

followed at each time step with ray-tracing. Radiative transfer is not solved for the diffuse radiation

components. Including the diffuse EUV component can slightly change the geometrical structure

of the cloud in the early evolutional stage, but would not cause crucial differences in the global

evolution of the cloud, as demonstrated by Pavlakis et al. (2001). One can also naively expect that

scattered or diffuse FUV photon might change the chemical and/or thermal structure especially in

shadowed regions. However, strong photoevaporative winds are not driven there. It would be ideal

to take account of radiation transfer for the diffuse components, but we focus, in this study, on core

photoevaporation and lifetimes determined by the effects of the direct UV radiation.

In a fully molecular gas cloud that we consider as the initial condition in this study, Hydrogen

molecules can be directly ionized by absorbing EUV photons to produce H2
+ at the beginning

of the clump evolution. The absorption cross section of H2 is comparable to that of H I, and

thus H2 photoionization can dominate over H2 photodissociation on the very surface of the initial

core. However, the reactions of the dissociative recombination H2
+ + e −−→ H+H and subsequent

H I photoionization are sufficiently rapid processes, so that they immediately convert the produced

H2
+ to H+ and form an H II region. We have performed test simulations with these processes

enabled to examine the effects of H2 photoionization and the associated photoheating. It has been

found that these effects hardly change the evolution of the cores. This allows us to omit the EUV

ionization of H2 in our chemistry model for saving computational cost.

The simulation box is spaced with 3D cartesian coordinates. The core center is initially placed

at r⃗ini ≡ (x, y, z) = (0, 0, 0). The computational domain extends from −0.2 pc to 1.0 pc along the

x-axis, and from 0.0 pc to 0.2 pc along each of the y- and z−axes; we assume symmetries with respect

to both the xy-plane and xz-plane. The computational box is uniformly spaced with the number

of the cells Nx ×Ny ×Nz = 384 × 64 × 64. At t = 0, the radiation source is turned on and starts

to illuminate the core. The source is located at 0.1 pc from the clump surface. A distant-source
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approximation is adopted; a plane-parallel UV radiation field is incident on the side surface of the

simulation box at x = −0.2 pc. The incident FUV flux and EUV photon number flux are set to

be GFUV = 6.8 × 103G0 and FEUV = 5.9 × 1012 s−1 cm−2, in which the FUV flux is measured in

the unit of the average interstellar flux G0 = 1.6 × 10−3 erg cm−2 s−1. The source luminosities are

correspondingly calcualted as LFUV = 1.3×1037 erg s−1 and ΦEUV = 7.0×1048 s−1. In Section 4.5.1,

lower UV fluxes are considered to study the variation of core lifetimes. Gravity is not incorporated

in our simulations, but we refer the readers to our discussion in Section 4.5.3.

We model the initial density distribution of the cloud core as a Bonner-Ebert (BE) sphere (Ebert

1955, Bonnor 1956). We follow Decataldo et al. (2017) and adopt nH(r⃗ini) = 2 × 104 cm−3, Tini =

10K, and Pc = 6.9× 10−12 erg cm−3 as the initial density and temperature at the core center, and

the confining pressure, respectively. The corresponding initial core radius is Rini = 8.8 × 10−2 pc,

and the initial core mass is Mini = 0.92M⊙. Note that Mini is smaller than the BE mass MBE ≃
1.18 c4s/

√
PcG3 ≃ 2M⊙.

We run three sets of simulations with (i) both EUV and FUV photons, (ii) only FUV, and (iii) only

EUV to examine core photoevaporation in an H II region and in a photodissociation region (PDR)

and to study the effects of FUV and EUV separately. Henceforth, the three sets of our simulations

are labeled according to the incorporated processes. A set of simulations labeled as “XX” specifies

included photoheating sources. For example, “Run FE” indicates simulations with both FUV and

EUV, and “Run E” indicates runs with only EUV. In addition, the assumed gas metallicity are

specified by appending “ZC” to the labels. This appendix indicates that the molecular cloud core

has the metallicity of Z = 10C Z⊙ in the simulation.

4.4 Results

4.4.1 Solar-Metallicity Core

4.4.1.1 Core Evolution and Lifetime

We first describe the evolution of a solar-metallicity core in our simulations. It gives a basic insight

into the core evolution with other metallicities. At the beginning of the evolution, H2 molecules are

rapidly dissociated by FUV irradiation in the hemisphere close to the radiation source. The produced

atomic hydrogen is then quickly photoionized by EUV. These processes result in the formation of

three chemically distinct regions: a molecular region, a geometrically thin H I shell with a typical

thickness of ∼ 10−2 pc, and an ambient H II region. A bowl-shaped shock develops in the neutral

regions and propagates in the medium of the core. The core is compressed to have a small size. This

process is called the radiation-driven implosion phase (Lefloch and Lazareff 1994). Henceforth, the

shock-induced compression is simply referred to as shock-compression.

The shock converges toward the x-axis (see the snapshots at t ≃ 1000–5000 yr in Figure 4.2). It

has the potential to increase the temperature of the post-shock region, but the cooling time is much

shorter than the crossing time of the shock. The temperatures keep a low value at T ∼ 10K. The

line emission of oxygen and dust-gas collisional cooling dominantly contribute to cool the gas in the

core. The charge-transfer reaction H+ + O −−→ H + O+ could rapidly destroy atomic oxygen in

the core (Draine 2011), but it is not effective with the low temperature and low degree of ionization

(< 10−5) there. The ambient hot medium compresses the cool core after the shock passes. The

compressed core forms a stable structure when the internal density becomes high enough to make

the internal pressure comparable to the external pressure. The core achieves this approximate

pressure equilibrium from the side facing the radiation source. The average density of the neutral
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core is raised by the shock-compression and the external pressure in the first ∼ 7000 yr. After this

compression phase, the core rebounds slightly and then form a cometary structure in the rest frame

of the core with the characteristic internal density of nH ∼ 107 cm−3 (Figure 4.2).

Fig. 4.2 Time evolution of the solar-metallicity core. The FUV and EUV radiation are
incident on the computational domain from left to right in the panels. Each color map shows a
snapshot of cross-sectional density distribution. The velocity field is represented by the arrows
colored according to the magnitude. The physical length scale is presented at the bottom right.
The external radiation source is located at the left of the boxes; It is not seen in the frames or
in the computational domain.

Photoevaporative winds are driven by the intense UV irradiation at the ionization front (Fig-

ure 4.2). They have the launch velocity of ≃ 10–30 km s−1 and the typical density of nH ∼ 105 cm−3,

stripping the core medium off at the wind base. Throughout this study, the core mass Mc is calcu-

lated as

Mc =

∫
V (Rc,r′)

ρdV. (4.1)

Here V (Rc, r
′) is a spherical volume with the center position r′ and radius Rc. We use Rini = Rc

and set r′ to the center of mass in the “dense” region, which we define as

nH > nd ≡ min

(
nH(r⃗ini)

2
,
nmax

2

)
. (4.2)

Here we have denoted the maximum hydrogen nuclei density in the simulation box as nmax. This

mass-measuring technique is adopted to estimate the core masses in all the FE, F, and E runs.

The ratio of Mc to the initial core mass Mini(= 0.92M⊙) is shown in Figure 4.3 as a function

of time. The decline of the core mass is monotonic in all the cases of Z0/FE, Z0/F, and Z0/E. In

run Z0/FE, about 50% of the initial mass is lost during the implosion phase that lasts for the first

∼ 104 years. The lost mass existed in the part of the core where the R-type ionization front sweeps
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Fig. 4.3 Time evolution of the core mass ratio Mc/Mini. The results for Z0/FE, Z0/F, and
Z0/E are represented by the solid, dashed, and dotted lines, respectively. The solid and dotted
lines almost overlap.

before it converges to D-type (Spitzer 1978, Shapiro et al. 2004). The region is ionized and heated,

and then evaporates outward from the core center on an approximately crossing time of the ionized

flows Rini/10 km s−1 ∼ 104 yr. In run Z0/F, FUV heating yields the temperatures of ∼ 300–500K in

nearly the entire hemisphere of the core facing to the external radiation source. The region expands

at a velocity of 1–3 km s−1. The velocity is an order of magnitude smaller than that of the EUV-

driven flows. The core survives for a long time compared to Z0/FE or Z0/E (Figure 4.3). In Gorti

and Hollenbach (2002), an impulsively FUV-illuminated cloud has bifurcated evolutional channels,

according to the “effective optical depth parameter” η0 defined as

η0 =
Rinin0
N0

, (4.3)

where n0 is the initial core density and N0 ∼ 2 × 1021 cm−2 is the typical column at which FUV

photons are extinct. In the case of η0 > 1, a cloud forms a thin FUV-heated layer on the surface.

A shock develops inside the core if FUV heating is sufficiently strong. In the case of η0 < 1, FUV

heats the core entirely, and the core expands over the crossing timescale. Our cloud core with η0 ≃ 1

evolves in an intermediate manner: the almost entire region of the core is heated by FUV. Especially,

FUV heats the hemisphere in the side of the external radiation source. Neutral photoevaporative

flows are driven there, and a weak shock develops in the interior of the core. The core finally shapes

a cometary globule at t ∼ 7× 104 yr.
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Fig. 4.4 Time evolutions for the mass-center position of the “dense” region along the x-axis
(xCM = x′; black) and the bulk velocity of the region (vx,CM; red). Those of Z0/FE, Z0/F,
and Z0/E are indicated by the solid, dashed, dotted lines, respectively. Note that the solid and
dotted lines almost overlap.

4.4.1.2 The Rocket Effect

Molecular clouds irradiated by external sources acquire momentum from the ejected medium by

photoevaporation. The acceleration due to photoevaporation is called the rocket effect (Oort and

Spitzer 1955). In our simulations, the rocket effect is observed; the cores move along the x-axis with

being accelerated (Figure 4.2 and Figure 4.4). The rocket effect comes from momentum conservation

between the core and the ejected medium through photoevaporation. If we assume that photoevap-

orative flows have the launch density ρb and launch velocity vb at the surface of the hemisphere

close to the radiation source, the acceleration is estimated to be

dvcl
dt

=
1

Mcl

(
1

2
Sρbv

2
b

)
(4.4)

≃ 4.0× 10−13 km s−2

(
S

10−4 pc2

)( nb
105 cm−3

)( vb
10 km s−1

)2(Mcl

M⊙

)−1

, (4.5)

where Mcl and S are the shock-compressed core mass and the launch area (base) of the photoe-

vaporative flows. Let mH be the atomic mass of hydrogen, then the base hydrogen nuclei density

nb is calculated as nb ≃ ρb/mH. In Eq.(4.4), the factor of a half in the parenthesis of the right-

hand-side is derived from the integration of the momentum flux carried by photoevaporative flows.

The right-hand-side shows a net momentum gain of a core through photoevaporation. We take the
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values of the core in our Z0/FE run: S ≃ 0.8 × 10−4 pc2, nb ≃ 1.0 × 105 cm−3, vb ≃ 20 km s−1,

and Mcl ≃ 0.38 M⊙. The acceleration is estimated as acl = 3 × 10−12 km s−2 by substituting the

values into Eq.(4.5). After the implosion phase (t ≳ 104 yr) in run Z0/FE, the mass center posi-

tion of the “dense” region x′ is well fitted by a quadratic function of time x′ = at2 + bt, where

a = 1.1× 10−12 km s−2(= 3.6× 10−5 km s−1 yr−1) and b = 7.6 km s−1 (Figure 4.4). The acceleration

a is well explained by the model (Eq.(4.5)). The core velocity at the end of the implosion phase

is approximately given by the fitting coefficient b. To summarize, the solar-metallicity core gets a

velocity of ∼ 10 km s−1 during the implosion phase and recedes from the external radiation source

with being accelerated by the rocket effect due to EUV photoevaporation. The acceleration is of the

order of ∼ 10−5 km s−1 yr−1. The core moves the distance of ∼ 1 pc in ∼ 105 yr by which the mass

has decreased to 10% of the initial mass.

4.4.2 Low-Metallicity Cores

4.4.2.1 EUV Effects

Fig. 4.5 Distributions of the density, velocity, and pressure on the xy-plane. The distributions
of density and pressure are shown in the upper and lower half of each panel, respectively. The
arrows represent the velocity field and are colored by the magnitude. The distributions at
t ≃ 4000, 8000 yr are presented in the left and right columns, respectively. Note that the the
different density scale is used from Figure 4.2 for clarity.

The low-metallicity cores first evolve in a similar manner to the solar-metallicity core. In the

hemisphere facing the radiation source, the ionization front develops at the radius of ∼ 0.4Rini ≃
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0.04 pc(≡ Ri,ini) from the core center (cf. Figure 4.2). A bowl-shaped shock (the left column of

Figure 4.5) develops in the neutral interior of the core. The shock compression occurs for the first ∼
4000 yr. The timescale corresponds to the shock propagation time tcr = Ri,ini/10 km s−1 ≃ 4×103 yr

(the phase (1) in Figure 4.6). The Mach number of the pre-shock region is sufficiently high to yield

Fig. 4.6 Time evolution of the core volume Vc (Eq.(4.6)) in our FE runs with different
metallicities. The core volume Vc is normalized by the initial volume Vini.

a temperature of ∼ 104 K in the post-shock region. The temperature is high enough to balance

the internal pressure with the external pressure. For Z ≤ 10−2 Z⊙ cores, the smaller amount of

metals and dust reduces the efficiency of radiative cooling processes. The internal temperatures

reach ∼ 103–104 K via the shock compression, yielding a comparable internal pressure to that in the

hot ambient gas, and it prevents the cores from shrinking. Thus, the volumes of the lower-metallicity

cores remain large even during the implosion phase (the phase (2)’ and (3) in Figure 4.6), compared

to in run Z0.

The cooling time is much shorter than the crossing time of the shock with Z ≳ 10−1 Z⊙. The

neutral region quickly cools to below 102 K, allowing the core to shrink until a high internal density

is achieved to yield an internal pressure comparable to the hot, ambient gas pressure.

The thermal energy of the gas is lost through atomic/molecular line emission and heat transfer

between gas and dust. The O I cooling and dust-gas collisional cooling dominate the cooling processes

in the neutral region. The specific rates of these metal cooling processes increase with decreasing

metallicity. The time evolution of the “dense” region volume

Vc =

∫
nH>nd

dV, (4.6)
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is shown in Figure 4.6. At the early phase of core evolution (t ≲ tcr; the phase (1) in Figure 4.6),

the characteristic cooling time of the dominant coolants is approximately given by

tc,OI ∼ 102–103
(
Z

Z⊙

)−1

yr

tc,dust ∼ 102–103
(
Z

Z⊙

)−1 ( nH
104 cm−3

)−1

yr,

(4.7)

respectively. They are sufficiently short for the high-metallicity cores with Z ≳ 10−1 Z⊙, compared

to tcr. Hence, the internal temperatures of the cores are largely coupled with the dust temperature

of Td ∼ 10K at t ≲ 1.5× 104 yr.

Fig. 4.7 Core mass evolution with various metallicities. The solid and dashed lines correspond
to Run FE and Run F, respectively. Note that the core mass is normalized by the initial mass.

Approximately a half of the initial core mass evaporates during the implosion phase in Run FE

(solid lines Figure 4.7; see also the discussions in Section 4.4.1). After that, the core mass is gradually

decreased by EUV photoevaporation The mass-loss rate is approximately estimated as

Ṁph ≃ ρbvbS. (4.8)

The base density ρb does not depend on metallicity because it is set by ionization and recombination

of hydrogen whose amount is metallicity-independent. Photoevaporative flows are pressure-driven,

and thus the launch velocity vb is of the order of cs. For the EUV-driven flows, it is typically

∼ 10 km s−1. The base temperature is determined by EUV heating and radiative recombination

cooling. Their rates are independent metallicity, and hence the velocity of the pressure-driven

flows are also metallicity-independent. Thus, the difference in the launch area S mainly causes the

metallicity dependence of the mass loss rates.

For the high-metallicity cores with Z ≳ 10−1 Z⊙, the launch area S is primarily decreased by

compression until the end of the compression phase at t ∼ 6000–7000 yr. A cometary globule forms

afterward (Figure 4.5). The globule is in approximate pressure equilibrium, and thus the surface

area is decreased by photoevaporation in this phase. The smaller S of the cometary structure
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reduces the mass-loss rate Ṁ of the cores (the red, blue, and green solid lines in Figure 4.7). For

the low-metallicity cores with Z ≲ 10−2 Z⊙, the high temperatures of the post-shock region prevent

the cores from being compressed by the hot ambient gas. Photoevaporation is the main channel

to decrease the surface area S even in the implosion phase. The large surface area correspondingly

yields a large EUV photoevaporation rate, and thus the dispersal time of the cores shorter than the

high-metallicity cores. The cooling time is comparable to tcr at first but gets shorter as the shock-

compression increases the density with Z ∼ 10−1.5 Z⊙ (cf. Eq.(4.7)). The core keeps a large volume

for a longer time than the high-metallicity cores (Figure 4.6). Thus, the Z = 10−1.5 Z core loses a

large amount of mass before evolving to a cometary globule, compared to the Z ≳ 10−1 Z⊙ cores

(Figure 4.7). The core has largely the same mass-loss rate as the Z = 10−1 Z⊙ core afterward. The

intermediate-metallicity core has an intermediate evolutionary behavior between the high metallicity

(Z ≳ 10−1 Z⊙) cores and the low metallicity (Z ≲ 10−2 Z⊙) cores.

The lifetime of a core is defined as the time by which the core mass has decreased to 10% of its

initial mass. The lifetime is found to decrease with decreasing metallicity at 10−2 Z⊙ ≤ Z ≤ Z⊙ in

Fig. 4.8 Core lifetimes in Run FE (red dots; cf. Figure 4.7). The blue line is a fit given by
Tlife = [9.6 + 3.6 log(Z/Z⊙)]× 104 yr for 10−2 Z⊙ ≤ Z ≤ Z⊙.

Run FE. We can fit the metallicity dependence as

Tlife = [9.6 + 3.6 log(Z/Z⊙)]× 104 yr. (4.9)

The Z ≤ 10−2 Z⊙ cores have lifetimes largely constant with Tlife ≃ 1.4×104 yr. They even completely

disperse on the timescale of ≲ 3 × 104 yr. In summary, metal-rich cores have longer lifetimes in

H II regions because the efficient cooling result in the smaller core sizes and thereby mass-loss rates.



Chapter 4 Photoevaporation of Molecular Clumps with Various Metallicities 104

In order to extract the influences of EUV on the core evolution, we have run the simulations where

FUV radiation is disabled (Run E). The overall evolution is found to be almost the same as Run

FE. It is concluded that in Run FE, EUV primarily causes the mass loss at any metallicity, and that

FUV has only a minor effect on the dynamical evolution of cores. The core evolution is regulated

by EUV in H II regions.

4.4.2.2 Photoevaporation Driven by FUV

FUV photons from massive stars penetrate a large column. Molecules are photodissociated, and

the gas is heated by the grain photoelectric effect. A photodissociation region (PDR) is formed

around H II regions by these effects of FUV. The volume is generally much larger than the inner

H II regions, and hence PDRs may contain a number of molecular cloud cores. It is thus also worth

studying core photoevaporation purely driven by FUV. For that purpose, we run an additional set

of simulations, where a molecular cloud core is exposed to FUV while EUV is disabled (Run F).

A solar-metallicity core is marginally optically thick to FUV in our fiducial setup (Section 4.3). The

hemisphere facing the radiation source completely attenuates FUV photons, and the gas temperature

reaches 300–500K. The FUV-driven photoevaporative flows have a typical velocity of 1–3 km s−1.

A weak shock is excited, and the core finally shapes a cometary globule.

With Z ≤ 10−0.5 Z⊙, the optical thickness of the cores is so small that FUV can heat the en-

tire regions. The gas temperature is raised to Tclump,F ≃ 200, 150, 100, 30, 10K in the cores with

Z = 10−0.5, 10−1, 10−1.5, 10−2, 10−3 Z⊙, respectively. The cores have the effective optical depth

parameter η′0 < 1, where we generalize η0 of Eq.(4.3) to take account of metallicity dependence as

η′0(Z) = η0 Z/Z⊙. (4.10)

The dynamical evolution of the FUV-heated cores is consistent with the analytic model of Gorti and

Hollenbach (2002). The cores spherically expand at the velocity of cs that is set by Tclump,F. We do

not observe the shocks in the low-metallicity cores.

Higher-metallicity cores have larger mass-loss rates with Z ≤ 10−0.5 Z⊙. This trend results from

the higher Tclump,F (the dashed line in Figure 4.7). With solar-metallicity, photoevaporation takes

place only in the hemisphere at the side of the radiation source. As a result, the solar-metallicity

core has a smaller Ṁ than the cores with sub-solar metallicities. Note that the slight mass loss of

the Z = 10−3 Z⊙ core is expected to be caused because gravity is not taken into account in our

simulations. We discuss the effect in Section 4.5.3.

4.5 Discussions

4.5.1 Core Photoevaporation with Weaker UV fluxes

Using different assumptions or numerical methods can possibly vary our results. We examine such

possible variations in this section. We first investigate the effects of UV flux. We perform other sets of

simulations with smaller incident UV fluxes of (GFUV, FEUV) = (8.4×102G0, 2.1×1011 s−1), (5.7×
101G0, 2.5 × 109 s−1), and compare the results with those of the fiducial model. The weaker flux

sets are dubbed the intermediate and weak fluxes to distinguish from the fiducial fluxes. The sets

of the fluxes and the corresponding source luminosities are listed in Table 4.1. The luminosities

are calculated with assuming that the external source is placed at 0.1 pc from the core surface.

Henceforth, a flux set used in a simulation is specified by appending the flux label listed in Table 4.1
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Table 4.1 UV Luminosities Used in the Simulations.

Case Label GFUV (G0) FEUV ( cm−2 s−1) LFUV ( erg s−1) ΦEUV ( s−1)

Fiducial H 6.8× 103 5.9× 1012 1.3× 1037 7.0× 1048

Intermediate M 8.4× 102 2.1× 1011 1.6× 1036 2.5× 1047

Weak L 5.7× 101 2.5× 109 1.1× 1035 3.0× 1045

to the simulation label. For example, “Z-0.5/F(M)” indicates a simulation with Z = 10−0.5 Z⊙ and

the intermediate flux set.

The cores in runs FE(M) and FE(L) evolve in a similar manner to run FE(H). The metallicity

dependence of the lifetime is also the same; the lower metallicity core has a shorter lifetime. Lumi-

nosity affects the mass-loss rate (Figure 4.9). The shock-compression phase lasts for tcr, which is in

Fig. 4.9 Time evolution of the relative core mass to the initial mass Mc/Mini in Z0/FE and
Z-2/FE for each luminosity set. The simulations with the fiducial (H), intermediate (M), and
weak (L) luminosity sets are indicated by the solid, dashed, and dotted line, respectively.

proportion to the initial ionization radius Ri,ini. Photoionization of H I following photodissociation

of H2 determines Ri,ini. The H2 photodissociation timescale is given as tdiss ∼ 1(GFUV/10
3)−1 yr

at the core surface, but the self-shielding effect extends the time in the deeper interior of the core

to tdiss ∼ 3 × 104(GFUV/10
3)−1(d/10−2 pc), where d is the physical depth from the core surface;

H2 photodissociation is efficient only in a small H2 column with a low FUV flux. The produced

atomic hydrogen is rapidly photoionized by EUV. These processes increase Ri,ini, and thus the

shock crossing time is longer with lower fluxes. After the compression phase, the core is eroded from
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the surface by EUV photoevaporation with mass-loss rates approximately given by Eq.(4.8). The

H II region temperature does not strongly depend on EUV flux, and thus the launch velocity vb is

also ∼ 10 km s−1 with the weaker fluxes. The base density nb is determined by the balance between

ionization and recombination of hydrogen at the ionization front. The bulk of EUV is absorbed by

atomic hydrogen residing in the region close to the launch surface. Hence, nb is nearly in proportion

to
√
FEUV. The launch area S is larger for a lower EUV luminosity because the core volume can

remain large in the lower external pressure. The flux dependence of the volume is approximately

expressed as S ∝ F
−1/3
EUV during the cometary phase. Therefore, the EUV photoevaporation rates

slightly decline with EUV luminosity as Ṁ ∝ F
1/6
EUV.

Lefloch and Lazareff (1994) studied the evolution of a neutral globule illuminated by nearby OB

stars. They performed 2D hydrodynamics simulations, assuming an isothermal neutral gas, and

derived an analytic formula that gives the duration of the cometary phase

tcom = 6.5

(
Me

M⊙

)1/3(
FEUV

107 cm−2 s−1

)−1/3(
Tn

100K

)−2/3

Myr. (4.11)

HereMe is the globule mass after the compression phase and Tn is the neutral gas temperature. Using

the resulting values of our runs Z-2/FE(H) and Z0/FE(H), we approximately calculate the duration

of the cometary phase with Eq.(4.11). The estimated times are tcom = 5.6 × 104, 2.6 × 105 yr

for Z-2/FE(H) and Z0/FE(H), respectively. The evaporation timescale (= core lifetime) is then

calculated as tlife = tcr + tcom ≃ 6.0 × 104 yr, 2.6 × 105 yr, respectively. These are consistent with

our simulation results (Figure 4.9). This allows us to employ Eq.(4.11) to estimate the lifetimes of

the cores in the simulations with the weaker flux sets, instead of running the simulations until the

cores completely disappear. We take the values of tcr, Me, Tn from runs Z0/FE(M), Z-2/FE(M),

Table 4.2 Adopted Parameters in Eq.(4.11) and the Estimated Lifetimes.

Label tcr ( yr) Me (M⊙) Tn (K) tlife (Myr)

Z0/FE(M) 1.5× 104 0.7 10 0.98

Z0/FE(L) 6.0× 104 0.9 10 4.6

Z-2/FE(M) 1.5× 104 0.7 100 0.22

Z-2/FE(L) 6.0× 104 0.9 100 1.0

Z0/FE(L), and Z-2/FE(L), and estimate the core lifetimes. We show the adopted values and the

derived lifetimes in Table 4.2. Remarkably, the resulting lifetime is ∼ 5Myr for the weak luminosity

with solar metallicity. The EUV flux corresponds to that of an early O-type star at a distance of

10 pc from the core. Since the typical lifetime of such hot stars is a few million years (Stahler and

Palla 2005), cores distant from massive stars may survive though the bulk of the mass is lost during

their evolution.

With the weaker flux sets, the evolutionary characters of the cores in our Run F are similar to

those in our fiducial model. A solar-metallicity core is marginally optically thick to FUV, and thus

FUV is excited in the hemisphere at the side of the radiation source. Photoevaporative flows are

driven at the velocity comparable to cs that is set by FUV heating. The temperatures of the FUV-

heated regions decrease with FUV fluxes, but not in a significant manner; the FUV-heated region

has temperatures varying only by a factor of three, from 100K to 300K with the examined FUV

luminosities. Thus, the mass-loss rate due to FUV photoevaporative flows monotonically decreases
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for a weaker FUV flux, but the flux dependence is weaker than the FE cases (Figure 4.10). Regarding

Fig. 4.10 Time evolution of the core mass relative to the initial mass Mc/Mini for Z0/F and Z-
2/F with each of the luminosity sets. The simulations with the fiducial (H), intermediate (M),
and weaker (L) luminosity sets are indicated by the solid, dashed, and dotted line, respectively.

the lower-metallicity cores with Z < Z⊙, FUV entirely heats the optically thin cores. Again, FUV

slightly raises the internal temperature with a higher flux. The higher FUV flux yields a higher

photoevaporation rate (Figure 4.10).

4.5.2 The Rocket Effect and Star Formation

We have observed in Run FE that photoevaporating molecular cloud cores move outward from the

radiation source. Sufficiently long-lived cores can eventually get out of H II regions to enter the

surrounding PDRs. Photoevaporation is not so efficient there as in the H II region, and thus the

cores may live for an even longer time. Our fiducial EUV luminosity gives the Strömgren radius of

the external OB star (radiation source) as RS ≃ 14 pc (nII/10 cm
−3)−2/3, where nII is the average

density in an H II region. The effect of dust absorption is neglected in the derivation. *1 The moving

cores escape from the intense EUV irradiation at the time of

tout =
RS

b

2

1 +
√
1 + 4aRS/b2

(4.12)

∼ 0.63

[( nII
10 cm−3

)−1/3

− 0.17

]
Myr, (4.13)

*1 The dust absorption can reduce the Strömgren radius by ∼ 20% owing to (Spitzer 1978).
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where nHII ≲ 103 cm−3 is assumed. We compare tout with the lifetime of a photoevaporating core

tph by applying the core model of Eq.(4.5) to estimate tph,

tph =
Mcl

Sρbvb

∼0.40

(
S

10−4 pc2

)−1 ( nb
105 cm−3

)−1 ( vb
10 km s−1

)−1
(
Mcl

M⊙

)
Myr,

(4.14)

for the solar-metallicity core. Thus, tout is comparable to the photoevaporation time tph in our

model; cores could either evaporate before getting out of the H II region or reach the PDR with

small masses. Overall, solar-metallicity cores lose the bulk of the mass while traveling over the

H II region. The rocket effect is not so efficient that it allows the cores to escape from the intense

EUV irradiation to survive.

If cores could survive in H II regions and enter PDRs, the main heating channel is switched to

FUV heating. The cores have experienced the compression and formed the cometary globules in

the H II region. The globules are optically thick to FUV (typically, η0 ∼ 2 × 102), and hence their

evolution would differ from the cloud evolution in our Run F discussed in Section 4.4.1. Gorti

and Hollenbach (2002) showed that the ratio between the sound speed in the PDR and in the cold

cloud interior ν ≡ cPDR/ccl bifurcates the evolution of the clouds with η0 > 1. In the case of

η0 < 4ν2/3(≡ ηcrit), FUV produces a PDR “shell” on the surface of the cloud. A shock is excited

by the high pressure in the interior. It compresses the cloud until the density becomes high enough

to yield the column density equal to ηcrit. In the case of η0 > ηcrit, an even thinner PDR shell

is produced, and the shell expands at the speed of ∼ cPDR. The expansion rapidly decreases the

pressure of the shell below the cold cloud pressure. It lasts until the internal density is decreased to

yield the column density equal to ηcrit. After the cloud achieves η0 = ηcrit, it evolves, keeping the

constant column density at ηcrit. Photoevaporation occurs during these processes and decreases the

cloud volume. The cloud density increases to keep the constant column density during this process.

Hence, star formation would occur within long-lived clouds in PDRs Gorti and Hollenbach (2002).

4.5.3 Gravity Effects

We examine possible influences of gravity on our results in this section. UV-heated gas could be

bound by gravity, and thus photoevaporation could be suppressed. However, in our simulations, the

crossing time of the photoevaporative flows tcr is much shorter than the free fall time

tff =

√
3π

32Gρ
∼ 0.2

( nH
105 cm−3

)−1/2

Myr, (4.15)

on the launch surface of the EUV-driven flows. This indicates that the gravity effect is minor to sup-

press photoevaporation. If self-gravity were incorporated in our simulations, the photoevaporative

flows would be driven by EUV in any case. Several previous studies performed 3D simulations with

gravity and concluded that the overall evolution is not changed by the gas self-gravity (Kessel-Deynet

and Burkert 2003, Esquivel and Raga 2007).

Nevertheless, including self-gravity can change resulting photoevaporation rates to some extent by

varying the internal structure of cloud cores. The core gas typically has the ratio of the gravitational
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energy to the thermal energy of

ψ =
GMcl

Rclc2s
(4.16)

∼ 5

(
Mcl

M⊙

)(
Rcl

10−2 pc

)−1(
T

10K

)−1

. (4.17)

Substituting the typical size and temperature of low-metallicity cores with Z ≲ 10−2 Z⊙: Rcl ∼
0.1 pc and T ∼ 103–104 K, respectively, we estimate the ratio ψ to be of the order of 10−3–10−2.

Thus, gravity would not significantly affect the lifetimes of the low-metallicity cores (Figure 4.8). In

contrast, the cores with Z ≳ 10−1 Z⊙ have ψ of the order of unity. The core radius may be reduced

by self-gravity, increasing the core density at the center. The gravitationally-reduced surface area of

the higher metallicity cores enables them to survive even longer. The internal density profile does

not matter to define the base density, because the base density ρb is physically determined by the

balance of EUV flux and the recombination reaction coefficient.

In the case of FUV photoevaporation, the crossing time of the FUV-driven winds is sufficiently

shorter than the free fall time with Z ≳ 10−1.5 Z⊙. FUV photoevaporation can be also excited even

if gravity is incorporated. The higher-metallicity cores have a small ratio ψ, and thus the effects

of gravity would not significantly change the lifetimes of the higher metallicity cores. By contrast,

the free fall time is comparable to the crossing time with the lower metallicities of Z ≲ 10−2 Z⊙.

The core dispersal would be suppressed by incorporating gravity. Especially, the Z = 10−3 Z⊙ core

likely loses the mass because of neglecting gravity in our model.

4.5.4 Implications to Star Formation

Besides the suppression of photoevaporation, self-gravity is essential for molecular cloud cores to

initiate collapse to form stars inside. In this study, the radiation-driven shock compression increases

the core density and shortens the free fall time. Thus, the existence of nearby massive stars may

have a positive effect on star formation process in star-forming regions (radiation-driven collapse;

Esquivel and Raga 2007).

We calculate the free fall time of the highest-density regions in the molecular cloud cores for Run

FE and Run F (Figure 4.11). In Run FE, the free fall time is indeed shortened during the shock

compression and roughly remains constant afterward for the cores with Z ≳ 10−1.5 Z⊙ (see the left

panel in Figure 4.11). The free fall time is of the order of 104 yr in the steady cometary phase, and

is shorter than the lifetimes. The low-metallicity cores with Z ≲ 10−2 Z⊙ have tff ∼ 105 yr, which

is much longer than the lifetimes. In Run F, the solar-metallicity core has the shortest tff of the

order of 104–105 yr, and the cores with the other metallicities have tff ≳ 106 yr. The difference in

tff highlights the different dynamical evolution of the FUV-irradiated cores; the shock compression

occurs in the solar-metallicity core, and not in the others. Since the efficient FUV heating due to

a larger amount of dust quickly reduces the density of the Z = 10−0.5 Z⊙ core, the free fall time

becomes the longest among the Z < Z⊙ cores at the early time. The increase of tff is delayed in the

lower-metallicity cores.

We define the evaporation timescale teva as

teva =

(
1

Mc

dMc

dt

)−1

, (4.18)

to discuss the possibility of star formation in photoevaporating cores. The evaporation timescale
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Fig. 4.11 Free fall times tff in the highest-density regions of the cores. Those of Run FE and
Run F are shown in the left and right panels, respectively. The ranges of the vertical and
horizontal axes are different between these panels. The points when the core mass decreases
to Mc/Mini = 0.1, 0.01 are indicated by the “×” and “+” markers, respectively. Note that
the sudden increases of tff in the left panel implies the disappearance of the cores due to
photoevaporation (cf. Figure 4.7); the depicted tff is physically unimportant after this point.

is defined at each time t, and when teva > tff , the gravitational collapse may take place to form

stars before photoevaporation removes the mass. We compare teva and tff of the cores for Run FE

and Run F in Figure 4.12, defining the region with teva < tff as the “fast-evaporation region” in

the tff–teva plane. In Run FE, the cores with Z ≳ 10−1.5 Z⊙ get out of the fast-evaporation region

Fig. 4.12 Time evolution of the photoevaporating cores in the tff–teva plane for Run FE (left)
and Run F (right). The initial points are indicated by the dots with the corresponding colors,
and they are shared in Run FE. The cross and plus markers are plotted in the same manner
as Figure 4.11. The blue regions show the “fast-evaporation regions” where teva < tff . The
low-metallicity cores with Z ≤ 10−2 Z⊙ never get out of the fast-evaporation region in Run
FE, while only solar-metallicity core gets out of the region for a long time in Run F.

during the evolution, while those with lower metallicities stay in the region. Star formation may be

triggered in the cometary cores by the radiation-driven implosion for Z ≳ 0.1Z⊙. The evaporation

timescale of the Z = 10−1.5 Z⊙ core is comparable to or less than the free fall time during most of

its lifetime. Star formation is possibly suppressed in the cometary core. For the lower metallicities

of Z ≲ 10−2Z⊙, the cores never get out of the fast-evaporation region. It indicates that the



111 4.5 Discussions

intense radiation of nearby massive stars significantly suppresses star formation in low-metallicity

environments. Regarding Run F, the solar-metallicity core goes out of the fast-evaporation region,

but the others stay in the region with increasing their free fall time. Star formation appears to be

relevant only to solar-metallicity cores.

In summary, the radiation-driven shock has an essential effect on star formation, but not necessar-

ily leads to core collapse because of photoevaporation as evidenced by the Z ≲ 10−2 Z⊙ cores in Run

FE. Star formation can be initiated in Z ≳ 0.1Z⊙ cores in H II regions around massive stars, and it

is significantly suppressed for Z ≲ 10−2 Z⊙. In PDRs around massive stars, at least high-metallicity

environments (Z ≳ 1Z⊙) are necessary to drive star formation with the intense radiation of the

massive stars; otherwise, the FUV radiation negatively affects star formation by reducing the core

density. The star formation efficiency around massive stars is directly set by these effects. Hence,

it is worth investigating this radiation-triggered star formation by external massive stars in future

hydrodynamics simulations.

4.5.5 Metallicity Dependence in the Spectra of High-Energy Radition

We have used fixed UV luminosity and spectrum of the external radiation source (massive stars)

to focus on the variation in the core lifetimes caused by the difference in the amount of the metal

content. However, practically, the spectra of stars generally depend on metallicity because the

line absorption by metal molecules/atoms/ions (so-called “line blanketing”; Milne 1928) is small

in the atmosphere of metal-poor stars (e.g, Chamberlain and Aller 1951, McNamara and Colton

1969, Castelli and Cacciari 2001, Christlieb 2003, Castelli and Kurucz 2004, Peterson 2011). The

EUV of hot stars, which is the essential component to drive efficient photoevaporation in ambient

clouds, is also subject to a strong line blanketing by metal ions (Schaerer and Schmutz 1994, Hillier

and Miller 1998, Pauldrach et al. 2001, Martins et al. 2002), although the direct measurement

of the actual spectra is not possible because of the interstellar extinction. Martins et al. (2002)

showed that including the blanketing effect of metals unnegligibly reduces EUV flux for λ < 500 Å

(≳ 25 eV). The reduction even reaches a few orders of magnitude for even hard EUV with λ < 300 Å

(≳ 40 eV). We have given FEUV = 5.9 × 1012 cm−2 s−1 for the EUV flux of the external radiation

source in our fiducial model. Assuming the source is located at the distance of 0.1 pc from the

core surface, the flux corresponds to that of an O7-type star whose typical effective temperature

is given by Teff ≃ 3.85 × 104 K (Spitzer 1978). Such stars emit about 91% of EUV photons in

13.6 eV ≤ hν ≤ 25 eV, if the intrinsic spectrum is assumed to be given by blackbody with the

effective temperature. *2 This indicates that even if we take account of the line blanketing effect,

the base density ρb, which is set by the balance between EUV flux and the recombination rate, is

not significantly changed. Hence, the metallicity dependence of the UV radiation does not strongly

affect our results and conclusions regarding the photoevaporation rates, lifetimes, or their metallicity

dependence. The spectra of even hotter sources, if exist, would have a strong emission in the high-

energy regime hν ≥ 25 eV and may be significantly influenced by metal line absorption. Our

conclusions would not hold for such systems. Moreover, not all of the energy of EUV photons with

≳ 35 eV goes to heating (Draine 2011); our chemistry model is not applicable to cores around the

extremely hot sources. Although exploring such systems are beyond our scope in this study, it is

also necessary to develop a complete picture of cloud photoevaporation around hot sources, which

*2 In the case where the external source is assumed to be located at ∼ 0.3 pc, the EUV emission rate corresponds
to that of O4-type stars with Teff ≃ 4.7×104 K, and about 84% of EUV belongs to the range of 13.6 eV ≤ hν ≤
25 eV. Note that since we have focused our discussions on the photoevaporation rates resulted from a given flux
(or emission rate) but not from a given spectrum, the effective temperature is rather arbitral in our model.
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is ubiquitously observed in the universe.

Hot stars with Teff ≳ 8000K (A-, B-, O-type stars) do not have outer convective zones. Dynamo-

powered X-ray emission is not expected from massive stars as opposed to solar-type stars. On the

other hand, starting with the observations by the Einstein observatory (Harnden et al. 1979, Seward

et al. 1979), it has been revealed that O-type stars actually emit strong X-ray whose luminosity

is characterized by the relation of LX ≃ 10−7 Lbol (Gagné et al. 2011, Nazé et al. 2011, Oskinova

et al. 2011), where Lbol is the bolometric luminosity. Though the origin of the X-ray is still under

debate, shock-heated plasma in stellar winds (Lucy and White 1980, Lucy 1982, Owocki et al. 1988)

is considered to be responsible for the emission. X-ray is not incorporated in our model, but it has

the potential to affect the thermochemistry of photoevaporating cores. Metal lines contribute to

the X-ray emission, and thus its metallicity dependence could bear a metallicity-dependent trend

in core lifetimes. Hence, despite the relatively small luminosity of X-ray compared to UV, it would

be worth investigating the X-ray effects on cloud photoevaporation. X-ray emission from young

low-mass stars has a comparable power in star-forming regions; incorporating their effects would be

also necessary for such studies.

4.6 Chapter Summary

We have studied photoevaporation of molecular cloud cores exposed to UV radiation from external

massive stars with a suite of 3D radiation hydrodynamics simulations including nonequilibrium

thermochemistry. The lifetimes of the cores have been derived for a broad range of metallicities

10−3 Z⊙ ≤ Z ≤ Z⊙.

In our fiducial model, the cores irradiated by EUV are compressed by the radiation-driven shock

for the first tcr ≃ 4×103 yr. The core loses almost 50% of the initial mass through photoevaporation

in this early phase. Afterward, the surface area of the core essentially determines the mass-loss rate.

Lower-metallicity cores have higher internal temperatures, and thus remain large in volume, and lose

the mass faster. As a result, the cores are shorter-lived with decreasing metallicity in 10−2 Z⊙ ≤
Z ≤ Z⊙. The estimated lifetimes are approximately fitted as Tlife = [9.6 + 3.6 log(Z/Z⊙)]× 104 yr.

The core volume is hardly decreased after the compression phase with Z ≲ 10−2 Z⊙. Thus, the

lifetime is metallicity-independent and is roughly constant at Tlife ≃ 104 yr.

We have also studied core photoevaporation in an FUV-dominated environment, such as the

photodissociation regions, by disabling the EUV radiation in the simulations. The simulations

(dubbed Run F) show that the solar-metallicity core is marginally optically thick to FUV photons,

so that FUV heats only the hemisphere at the side of the radiation source. The cores are optically

thin to FUV photons with the lower-metallicity case Z < Z⊙ owing to the reduced amount of dust.

FUV heating is efficient in metal-rich cores, and thus evaporation is fastened in the higher-metallicity

cores. However, with the metallicity close to 1Z⊙, the mass-loss rate is smaller than the subsolar

cores because photoevaporative winds are driven only in the hemisphere. In Run F, the core is

generally long-lived (≳ 105 yr) than in Run FE.

The molecular cloud cores recede from the radiation source with being accelerated by the rocket

effect. The solar-metallicity core has the typical velocity of ∼ 10 km s−1 under the effects of EUV.

Without EUV radiation, the velocity is much slower to be ∼ 1 km s−1. Low-metallicity (Z < Z⊙)

cores also recede at the velocity of ∼ 10 km s−1 in EUV-dominated environments. The rocket effect

yields more efficient acceleration owing to the larger launch area of the lower metallicity cores.

In the present-day, local star-forming regions with Z ≳ 10−1 Z⊙, the density enhancement due

to the radiation-driven implosion can promote star formation in the H II region around massive
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stars. On the other hand, in PDRs, sufficiently high-metallicity (Z ≳ 1Z⊙) is necessary for the

radiation-driven collapse by FUV; otherwise, FUV-heated cores expand, lowering the density, and

thus likely delay or suppress star formation. In low-metallicity environments with Z ≲ 10−2 Z⊙,

the cores are not compressed by the radiation-driven implosion even in the H II region. In addition,

they survive only for a short time. The existence of massive stars strongly suppresses star formation.

In the PDRs, FUV heating lowers the core density though it is inefficient. This likely inhibits star

formation around massive stars.



Chapter 5

Summary and Concluding Remarks

We have studied photoevaporation of protoplanetary disks and molecular cloud cores with vari-

ous metallicities, and have derived their metallicity-dependent lifetimes. Protoplanetary disks and

molecular cloud cores are the parental bodies of planets and stellar systems. Therefore, the lifetimes

set the available time for their formation, and provide important implications to the formation effi-

ciency and clues to understanding the formation processes. Our results can be applied not only to

the nearby star-forming regions but also to star-forming regions in various metallicity environments,

such as the inner/outer Galaxy and in high-redshift galaxies.

In Chapter 2, we have examined photoevaporation of protoplanetary disks irradiated by ultravi-

olet radiation from the central star, radiation hydrodynamics simulations including nonequilibrium

thermochemistry. Our study is the first to follow the dynamical evolution of photoevaporating pro-

toplanetary disks by employing a self-consistent physics implementation. Especially, none of the

previous hydrodynamics studies has modeled dust temperatures by solving a self-consistent radia-

tive transfer. Dust temperature is important to determine the dynamical, chemical, and thermal

structure of a disk, and thus they affect resulting photoevaporation rates and lifetimes both directly

and indirectly, as we have shown. In our model, FUV drives dense neutral flows that significantly

contribute to photoevaporation rates of ∼ 10−8 M⊙ yr−1 for Z ≳ 0.1Z⊙. The resulting photoevap-

oration rates increase with decreasing disk metallicity in 0.1Z⊙ ≲ Z ≲ 10Z⊙, while they decline

with decreasing metallicity in 0.01Z⊙ ≲ Z ≲ 0.1Z⊙. Neutral flows are only weakly driven at this

low metallicity. For Z ≲ 0.01Z⊙, EUV-driven flows become dominant over FUV-driven flows to

contribute to the mass-loss rate. As a result, the photoevaporation rates are roughly constant at

∼ 10−9 M⊙ yr−1 with the very low metallicities. We have calculated lifetimes based on the derived

photoevaporation rates. The lifetimes show a trend consistent with recent observations, which indi-

cates that UV photoevaporation can be a cause for the metallicity dependence of the lifetimes. Our

results predict a longer lifetime of a disk with the very low metallicities.

In Chapter 3, we have studied UV and X-ray photoevaporation of protoplanetary disks. The

calculation methods are the same as those of Chapter 2 except that we have implemented X-ray

radiation transfer to examine direct influences of X-ray on photoevaporation and its interplay with

UV. In our fiducial model, X-ray is ineffective to drive neutral photoevaporative flows by its pho-

toionization heating at any metallicity, but it strengthens FUV photoelectric heating by making

the neutral regions electron-rich and thus reducing grain charges via recombination. The strength-

ened FUV heating excites the neutral photoevaporative flows even at the very low metallicity of

10−2.5 Z⊙ ≲ Z ≲ 10−2 Z⊙, and significantly raises the UV photoevaporation rates of Chapter 2 to

be of the order of 10−8–10−7 M⊙ yr−1. The slope of the metallicity dependence of the photoevap-

oration rates is slightly steeper than that of UV photoevaporation for Z ≳ 0.1Z⊙, and it makes

the estimated lifetimes even more consistent with the observations. It is concluded again that the
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strengthened FUV can also explain the observational trend in disk lifetimes. In our model, we have

considered spectral energy distribution of X-ray, which has not yet been incorporated in the previous

hydrodynamical models. This has led us to find that hard EUV photons with energies ∼ 0.1 keV

appear to significantly contribute to the mass loss if they reach disk surfaces. Hence, considering

the energy distribution is essential to study X-ray photoevaporation.

Dispersal processes of protoplanetary disks have great impacts on planet formation. It sets an

available amount of the materials and a time limit to form planets and also sets the initial configura-

tion of primordial planetary systems. Revealing these properties can provide essential implications

to future planet-searching missions and practical tools to give explanations for statistical characters

of detected planets (e.g., the distribution in the distance-radius plane). To this end, it is worth

investigating the dynamical evolution of dust grains growing to larger bodies inside protoplanetary

disks under the effects of dispersal processes.

A solar-type pre-main-sequence star has been assumed as the central radiation source in this thesis

and in most of the previous works that studied photoevaporation of protoplanetary disks. Since the

binding energy and luminosities vary, an appropriate scaling would be necessary to apply our results

to the young stellar systems hosting more or less massive stars. In fact, a shorter lifetime has been

observationally found for disks around Herbig stars (> 2M⊙) compared to T Tauri disks (< 2M⊙)

(Ribas et al. 2015). The shorter lifetime has a potential to explain the paucity of hot Jovian planets

around the high-mass stars (e.g., Johnson et al. 2007) because disk dispersal stops the migration of

gas giants. As for less massive stars, many exoplanets have been recently detected around M-dwarf

stars (≲ 0.5M⊙). Some of the planets reside in the habitable zones as in the TRAPPIST-1 system

(Gillon et al. 2016), and therefore modeling planet formation in low-mass stellar systems has a great

impact especially on the search for habitable planets. There are a number of M-dwarfs, accounting

for ∼ 80% of stars in the Milky Way, and habitable planets are easy to be detected owing to the

physical characters of the stars. These facts make the low-mass stars a rich target. In particular,

infrared-doppler surveys have begun with Subaru telescope; it is expected that a number of planets

are detected around M-dwarfs in the next decades. Investigating disk dispersal around the dwarf

stars can yield results that can be used to give a possible explanation for observationally obtained

trends of M-dwarfs’ planets ahead of the surveys.

The shorter lifetimes of the lower-metallicity disks are derived based on the results of near-IR

observations for the star-forming regions in the extreme outer galaxies. Near-IR is a tracer for the

inner, warm dust at the typical distance of ∼ 0.1 au. This implies that the derived lifetimes are not

necessarily the dispersal time of outer dust or gas disks, although both gas and dust components

are observationally known to disperse within ∼ 10Myr even at large distances in the nearby star-

forming regions (Mamajek 2009, Ribas et al. 2015). Mid- and far-IR telescopes, e.g., James Webb

Space Telescope, are planned to be used for the observations of the star-forming regions with low

metallicities to examine the dispersal time of the outer disk. Whether the lifetime of the outer disks

is estimated to be similar to that of the inner disks or not, our results of the subsolar-metallicity

disks would give clues to explain these observational results. For a meaningful comparison with

the observations, following the global evolution of protoplanetary disks is necessary with subsolar

metallicities to obtain the snapshots of the dispersing disks at each evolutionary stage.

We have predicted the lifetimes of the order of 10Myr for disks with very low metallicities of

Z ≲ 10−2.5 Z⊙. It would be necessary to observe star-forming regions in such very low-metallicity

environments to validate the predicted lifetimes. Unfortunately, known star-forming regions have

the metallicity of ∼ 0.1Z⊙ at the lowest in the Milky Way, and a comparable metallicity is found in

those of LMC and SMC. These facts make it impractical to derive disk lifetimes with Z ≲ 10−2.5 Z⊙
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by observing star-forming regions. Instead, our results for the very low-metallicity disks can be

applicable to “evolved” disks, viz. protoplanetary disks where the bulk of dust grains has grown

to larger bodies and/or dispersed. As we have discussed in Section 2.4.3, small grains have a large

contribution to drive neutral photoevaporative flows with FUV, and thus the heating effect of FUV

would be weak in evolved disks. In addition, dust settling accompanied by grain growth, which

also takes place in young disks, reduces the relative amount of grains to the gas in the regions near

disk surfaces. This effect decreases the local metallicity of the FUV-heated region. Such a disk can

be effectively regarded as a low-metallicity disk. Debris disks are evolved bodies of protoplanetary

disks with the typical age of a few tens of millions of years, and have been considered to consist of

dust and planetesimals. However, recent ALMA observations have revealed that roughly one-third

of the detected debris disks shows strong CO emission indicating the existence of rich gas content.

The physical mechanism to retain the gas for such a long time has not yet been well understood.

Photoevaporation models give the dispersal time of the gas much shorter than the age of debris

disks. In debris disks, most of the dust grains form larger grains and settle in the midplane, or

are dispersed by radiation pressure from the central star and/or by entraining gas outflows. These

effects reduce the amount of small grains, which are an important component for FUV heating, in the

gas-rich regions, and effectively reduce the metallicity there. The metallicity could locally decrease

to the very low-metallicity values. FUV photoevaporation is ineffective but EUV photoevaporation

contributes to the mass loss. The predicted lifetime of ∼ 10Myr is in good agreement with the age

of the gas-rich debris disks. More detailed studies with ALMA and next-generation telescopes will

reveal the spatial distributions of dust and gas in the debris disks and would make it possible to

compare our model and the observational results in more detail.

In Chapter 4, we have investigated the extended study: photoevaporation of molecular cloud cores

illuminated by external massive stars. Our main focus is to examine lifetimes of the molecular cloud

cores and, if any, their metallicity dependence. Although photoevaporation of a molecular cloud core

occurs in the early stage of stellar system formation as opposed to the dispersal of a protoplanetary

disk, the underlying physics are similar to each other, and thus we have adopted basically the same

methods as those in Chapter 2 and Chapter 3. Our study is the first to incorporate multispecies

chemistry and the effects of both EUV and FUV in hydrodynamics simulations. We have studied

the core photoevaporation in H II regions and in photodissociation regions around massive stars,

in which the cores evolve and lose their mass in a dynamically and chemically different manner.

In our fiducial set-up, where cores are exposed to FUV/EUV radiation field of an O-type star

located at 0.1 pc from the core surface, EUV is relatively more efficient to decrease the core mass

through photoevaporation. A solar-metallicity core survives for ∼ 105 yr, and the lifetimes decrease

with decreasing metallicity owing to the effects of metal coolants. Molecular cloud cores with

Z ≲ 0.01Z⊙ have a constant lifetime of the order of 104 yr. In photodissociation regions, FUV

radiation controls the core evolution. More than 80% of the initial mass is lost within 105 yr for

the cores with Z ≳ 10−1.5 Z⊙, and lower-metallicity cores disperse on the timescale of hundreds

of thousands of years. The dispersal time is shorter for higher-metallicity cores with Z < Z⊙,

but a solar-metallicity core has a longer lifetime than the subsolar-metallicity cores, because the

launch surface is smaller. We have concluded that in the local star-forming regions (Z ≳ 0.1Z⊙),

star formation can be triggered by the implosion-driven compression in H II regions but is likely

delayed in PDRs because of the core expansion by FUV heating. Note that in metal-rich PDRs with

Z ≳ 1Z⊙, the radiation-driven implosion occurs and compresses cores, as our model has shown.

In low-metallicity environments (Z ≲ 0.01Z⊙), star formation is significantly suppressed owing to

the efficient photoevaporation in H II regions. Molecular cloud cores can survive for a long time in
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PDRs, but the free fall time is generally prolonged by FUV heating, implying suppression of star

formation.

Massive stars form in star-forming regions of the present-day and high-redshift galaxies. Partic-

ularly, metal-poor environments are preferable to form massive stars owing to lack of the coolants.

The contribution of massive stars to the star formation efficiency and rate would be especially impor-

tant in high-redshift galaxies (and in the early period of our galaxy’s history). It is thus intriguing

and worth incorporating the radiation-driven effects of massive stars in studies of galaxy formation

and evolution. However, the length scale of a single molecular cloud (∼ 0.1–10 pc) is generally

unresolvable in the galaxy simulations; the radiation-driven effects of massive stars on surrounding

clouds need to be included in the subgrid models of the simulations. Our study is also necessary for

this context, but we should extend our study to make it applicable to photoevaporating cores with

other masses in our future work to this end. Once the cloud lifetimes are obtained as a function

of the cloud mass, metallicity, and irradiating UV fluxes, we can estimate the amount of surviving

molecular clouds and its mass spectrum around luminous sources. This procedure is essential to

accurately model and interpret molecular/atomic line emission observed from high-redshift galax-

ies, and provides essential information to discuss its detectability with ALMA, JWST, and other

telescopes starting to operate over the next decade: for instance, ngVLA and SKA. The model and

observations are, in turn, required for the estimation of unobservables like dark matter halo mass

and total gas mass of galaxies.

Our main interest has been in the formation processes of stellar systems occurring in various

metallicity environments throughout this thesis. Metallicity is one of the parameters which can

characterize the spatial location of star- and planet-forming bodies within a galaxy and also char-

acterize a certain period of time in the evolutional history of the universe. Studying stellar system

formation with a variety of metallicity is thus indispensable to shed light on the stellar system

formation in space and time generally, and to construct a “global” evolutionary scenario since the

birth of the universe that follows a larger-scale evolution of galaxies, GMCs, and dark clouds; and a

smaller-scale evolution of stars and planets, linking them together. In this thesis, we have studied the

dispersal processes of the parental bodies of the stellar systems and planets: namely, molecular cloud

cores and protoplanetary disks, bearing the ultimate goals above in mind. Combining the results

of the studies presented in this thesis as a whole can give important implications regarding stellar

system formation in diverse environments. In the present-day (≳ 0.1Z⊙) GMCs hosting massive

stars, star formation can be triggered by the radiation-driven implosion inside low-mass molecular

clouds in the H II regions and in the metal-rich (Z ≳ 1Z⊙) PDRs. Stars and disks would from the

collapsing cloud cores, and then the disks disperse on the timescale of the lifetimes we have derived.

The lifetime is shorter for lower-metallicity disks. In the present-day PDRs with Z < 1Z⊙, star

formation might be suppressed by the intense FUV field. If disks were formed, the lifetimes would

be similar to those of disks in the H II regions. The formation efficiency of planets, especially for gas

giants, could be reduced with decreasing metallicity in both H II regions and PDRs belonging to the

GMCs. In metal-poor GMCs (≲ 0.01Z⊙), low-mass star formation is significantly suppressed in the

H II regions of massive stars. In the PDRs, most of the molecules are destroyed by the intense FUV

irradiation, and FUV photoelectric heating is not efficient to drive the radiation-driven implosion in

the low-metallicity cores. Although molecular cloud cores survive for a longer time than the free fall

time, the lack of the coolants may suppress or delay star formation in the cores. In addition, the

inefficient photoelectric heating still works to make the free fall time longer by expanding the core.

This also has a negative effect on star formation in the metal-poor PDRs. Therefore, stars and disks

rarely form in H II regions and PDRs with the low metallicities. If stellar systems were formed in
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surviving cores or molecular regions outside the PDRs, the disk lifetimes would be prolonged from

∼ 1Myr to ∼ 10Myr with decreasing metallicity to the extremely metal-poor range of ≲ 10−3 Z⊙.

Given that gaseous planets form in the disks, they have plenty of time to grow in mass and to migrate

toward the central star. In summary, the metal-poor GMCs hosting massive stars are expected to

have a significantly lower formation efficiency of stellar systems in both the H II regions and PDRs

than the present-day GMCs. In the present-day star-forming regions, the formation efficiency of

massive, close-in gaseous planets would be increased with decreasing metallicity, because long-lived

protoplanetary disks provide them an available time to grow in mass and to migrate inward.

Photoevaporation of molecular clouds and protoplanetary disks corresponds to the early and late

stages of stellar system evolution, respectively. It is also indispensable to study the mid-stage: the

formation of stars and circumstellar disks and their coevolution, with a wide variety of metallicity.

Dynamics of dust grains and magnetohydrodynamics effects may play key roles in the processes. We

will also explore this stage in future works from both theoretical and observational points of view.

The results, combining with those in this thesis, give clues to the formation/evolution histories of

galaxies, stars, and planets, including our Milky Way and Solar system, since the beginning of the

universe.
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