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Abstract

Recent observations by Atacama Large Millimeter/ submillimeter Array (ALMA) and James

Webb Space Telescope (JWST) have revealed the infant Universe the first billion years after the

BigBang. According to the standard Λ CDM model, small density fluctuations of matter grow

hierarchically and form small halos with masses of 106 M⊙. The cosmic primordial gas cools and

condenses inside the dark matter halos and starts the first star formation at z ∼ 30−20. Massive

stars with no heavy elements are thought to be formed then. Such massive stars end their lives

in a few million years, and release metals into the inter-stellar medium. Metal-enriched gases

bear the second generation of stars and stellar clusters, which finally assemble to form galaxies.

Galaxies experience mergers and active star formation, and grow in mass by z ∼ 6. ALMA and

JWST can observe such massive high-redshift galaxies and the latest JWST observation reports

several galaxy candidates at z > 10. It is urgent to develop theoretical models to be compared

with the recent observation.

In this thesis, we aim to reveal formation of star clusters in the early Universe and chemical

evolution of high-redshift galaxies which are observable by ALMA and JWST. First, we perform

numerical simulations and propose a new formation path of star clusters at z ∼ 20− 15 theoret-

ically. Next, we calculate the emission lines from simulated galaxies at z ∼ 9 − 6 and compare

them with the observational results. We discuss in detail the chemical evolution of high-redshift

galaxies.

We first study the formation processes of star clusters by considering relative streaming

motions between baryons and dark matter. The relative motion is super-sonic and has significant

impacts on the formation of the first gravitationally bounded objects around z ∼ 30. The relative

motion can cause a physical offset between the baryon and the dark matter over-densities, which

leads to the formation of gas-rich objects collapsing outside their parent dark matter halos. We

call them ”Supersonically Induced Gas Objects (SIGOs)” and expect dark matter deficient

SIGOs to be the progenitors of globular clusters. In order to follow the formation of SIGOs

in primordial gas clouds, we run three-dimensional cosmological simulations incorporating the

aforementioned relative motions and non-equilibrium chemical reactions. We identify particular

gas clouds that are located outside dark matter halos owing to the relative velocities and contract

by molecular hydrogen cooling, which is the most important cooling process in a primordial gas.

These SIGOs finally become Jeans unstable with the corresponding mass of ∼ 105 M⊙, which

is consistent with that of globular clusters.

Next, we study the chemical evolution of high-redshift galaxies which are observable with

strong emission lines from doubly ionized oxygen. Recent observations by James Webb Space

Telescope discovered a number of high-redshift galaxies, including the most distant galaxy candi-

dates at z > 10. JWST and ALMA can observe rest-frame optical and far-infrared [Oiii] emission

lines, respectively, and combing these multi lines allows probing the physical conditions of inter-

stellar medium. We use the FirstLight simulation suite, which provides outputs of 62 high-

resolution, zoom-in galaxy simulations. We devise a physical model of Hii regions and calculate

spatially resolved [Oiii] line emission. We show that massive galaxies with stellar masses of



M⋆ > 109 M⊙ chemically evolve rapidly to z = 9. Young stellar populations in the star-forming

galaxies boost the [Oiii] line emission, rendering the ratio of line luminosity to star formation

rate larger than that for low-redshift galaxies, which is consistent with recent observations. Mea-

suring the flux ratios of rest-frame optical and far-infrared lines allows us to estimate the physical

conditions such as density and metallicity of the star-forming gas in high-redshift [Oiii] emitters.
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Chapter 1

Cosmic Structure Formation

1.1 The Standard Cosmological Model

To describe the Universe, we need to treat four-dimensional space-time in terms of general

relativity.

1.1.1 The Friedmann–Lemâıtre–Robertson–Walker metric

Infinitesimal interval ds2 is defined at each point in a local inertial frame as

ds2 = gµνdx
µdxν = g00c

2dt2 + 2cg0idtdx
i + gijdx

idxj , (µ, ν = 0, 1, 2, 3, i, j = 1, 2, 3) (1.1)

where dxµ is an infinitesimal coordinate displacement of four-dimensional spacetime and gµν is

a metric tensor. Let us assume that the universe is isotropic and homogeneous at large length-

scales of over tens of mega-parsec, and there is no specific places. This assumption is called the

cosmological principle. From the principle, t and x are orthogonal and the metric tensor satisfies

gi0 = g0i = 0. The proper time for a fundamental observer is the same as the cosmic time and

ds2 is expressed as ds2 = −c2dt2 in the case of dxi = 0. Then, we obtain g00 = −1. The uniform

assumption requires that space expands (contracts) with time and the space metric is expressed

as gij = a(t)γij . Here, a(t) is scale factor and represents the relative size of the universe at time

t. According to the above description, ds2 is written as

ds2 = −c2dt2 + a(t)γijdx
idxj . (1.2)

Let us work with polar coordinates, where the angular direction dϕ, dθ and radial direction

dr are orthogonal. We can separate those variables as in the following,

γijdx
idxj =W (r)dr2 + r2(dθ2 + sin2 θdθ2) (1.3)

∴ ds2 = −c2dt2 + a(t)[W (r)dr2 + r2(dθ2 + sin2 θdϕ2)]. (1.4)

1



2 Cosmic Structure Formation

In order to derive W (r), we introduce a scalar curvature R, which is calculated as follows,

R ≡ Rµ
µ = gαβRαβ (1.5)

= g00R00 + gijRij (1.6)

= −R00 +
γij
a2

(
R̃ij +

1

c2
(aä+ 2ȧ2)γij

)
(1.7)

=
3

c2
ä

a
+

3

c2

(
ä

a
+ 2

(
ȧ

a

)2
)

+
1

a2
γijR̃ij (1.8)

=
6

c2
ä

a
+

6

c2

(
ȧ

a

)2

+
1

a2

[
R̃rr

W (r)
+
R̃θθ

r2
+

R̃ϕϕ

r2 sin2 θ

]
(1.9)

=
6

c2
ä

a
+

6

c2

(
ȧ

a

)2

+
1

a2

[
W ′

rW 2
+

2

r2

(
rW ′

2W 2
+ 1− 1

W

)]
. (1.10)

Here we define two notations for differentiation, · ≡ d
dt and

′ ≡ d
dr . Ricci tensor for γij is denoted

R̃ij . The third term in eq. 1.10 should be independent on place and the term in the square

bracket is replaced by introducing constant K,

2W ′

rW 2
+

2

r2

(
1− 1

W

)
= 6K. (1.11)

Solving eq. 1.11, we obtain

W (r) =
1

1−Kr2
. (1.12)

Thus, the metric for an isotropic and homogeneous universe is given by

ds2 = −c2dt2 + a(t)2
[

dr2

1−Kr2
+ r2(dθ2 + sin2 θdϕ2)

]
. (1.13)

This metric is called Friedmann-Lemaitre-Robertson-Walker(FLRW) metric. Spatial curvature

K determines the curvature of the universe. The scale factor at the current time is often

normalized such that a(t0) = 1.

The two coordinate systems r and x with the relation r = a(t)x are called proper coordinate

and comoving coordinate, respectively. The former system changes with time as the universe

expands with a(t), whereas the contribution of cosmic expansion is subtracted for the latter

coordinate.

1.1.2 Friedmann Equation

This subsection derives an equation describing the time evolution of a(t) from FLRW metric.

Einstein equation is written as,

Rµν −
1

2
gµνR+ Λgµν =

8πG

c4
Tµν . (1.14)

We consider an ideal fluid1, and then the energy-momentum tensor is

Tµν = (ρE + P )uµuν + Pgµν , (1.15)

1A viscosity term works as an anisotropic effect.



1.1 The Standard Cosmological Model3

where uµ, ρE, P are four-velocity of matter, energy density of matter, and pressure of matter

respectively. Substituting eq. 1.15 into the Einstein equation (eq. 1.14), (0,0) component is

written as

3

c2

(
ȧ

a

)2

+
3

c2
K

a2
− Λ =

8πG

c4
ρE (1.16)

∴

(
ȧ

a

)2

=
8πG

3c2
ρE − Kc2

a2
+

Λc2

3
. (1.17)

This equation is called Friedmann equation. For (i, j) component, we obtain

− 1

c2

(
2
ä

a
+

(
ȧ

a

)2

+
c2K

a2

)
gij + Λgij =

8πG

c4
Pgij (1.18)

∴
ä

a
= −1

2

[(
ȧ

a

)2

+
c2K

a2

]
+

Λc2

2
− 4πG

c2
P (1.19)

∴
ä

a
= −4πG

3c2
(ρE + 3P ) +

Λc2

3
(Substituing eq. 1.17 into eq. 1.19) (1.20)

∴ ä = −G

a2
4π

3

(
ρE
c2

+
3P

c2
− Λc2

4πG

)
a3. (1.21)

Eq. 1.21 can be regarded as the equation of motion for a uniform density sphere with radius a.

The first term in RHS is the contribution of mass of matter, the second term shows the effective

gravity increases with pressure, and the third term is the cosmological constant representing

“repulsion” of the universe.

1.1.3 Equation of State of the Universe

Differentiating Friedmann equation (eq. 1.17) with respect to time t yields

ä

a
=

4πG

3c2

(a
ȧ
ρ̇E + 2ρE

)
+

Λc2

3
(1.22)

Comparing this equation with eq. 1.20, we obtain

ρ̇E = −3
ȧ

a
(ρE + P ), (1.23)

which describes the evolution of energy density of matter.

Two equations (1.17, 1.21) contain three variables ρE, P, a, and thus another equation, often an

equation of state (EoS), is required to be considered. Introducing a constant w, we consider a

generalized EoS P = wρE. From eq. 1.23, we have

ρE ∝ a(t)−3(1+w), (1.24)

where w = 0, 13 ,−1 correspond to matter, radiation and dark energy respectively. We consider

the following specific cases.
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(i) non-relativistic matter with negligible pressure (collisionless particle)

Eq. 1.23 is re-written as

ρ̇E = −3
ȧ

a
ρ → ρE

c2
= ρm ∼ mn(t) ∝ a−3, (1.25)

where ρm is mass density of matter and n(t) is number density of matter with mass of m. Eq.

1.25 indicates that the total mass is conserved in a comoving volume.

(ii) relativistic matter (radiation)

Substituting P = ρE
3 into eq. 1.23, we have

ρ̇E = −4
ȧ

a
ρE → ρE ∝ a−4 (1.26)

This relationship accounts for a constant number density (a−3) and contribution of an increase

of wavelength in proportion to the expansion of the universe (a−1).

(iii) cosmological constant

Substituting P = −ρE into eq. 1.23, we have

ρ̇E = 0 → ρE ∝ const. (1.27)

Here we define

ρΛ =
Λc4

8πG
, PΛ = − Λc4

8πG
. (1.28)

Then, Einstein equation (rq. 1.14) is re-written as

Rµν −
1

2
gµνR =

8πG

c4
(Tµν + TΛµν), (1.29)

where TΛµν is described by ρΛ and PΛ. In this description, cosmological constant can be regarded

as fluid which satisfies EoS ρΛ = −PΛ.

1.1.4 Cosmological Parameter

We summarize the basic parameters that characterize the isotropic and homogeneous universe

model. In the following, the index 0 is used to denote the value at the present epoch.

Hubble constant

Hubble’s law is written as

v0 = H0d0, (1.30)

where v0, d0 are recession velocity and distance from a galaxy respectively. The proportional

constant H0 is called Hubble constant and is defined as H0 = ȧ
a |t=t0

, which determines the

expansion rate of the present-day universe. The dimensionless Huble constant h is normalized

by 100 km/s/Mpc,

h =
H0

100 km/s/Mpc
(1.31)
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Density parameter

Friedmann equation (eq. 1.17) at t = t0 is written as

H2
0 =

8πG

3c2
ρE,0 −Kc2 +

Λc2

3
. (1.32)

Consider a flat, matter-dominant universe, i.e., K = 0,Λ = 0, ρ ∝ a−3, which is termed Einstein-

de Sitter Universe. Non-relativistic matter accounts for energy density, and then eq. 1.32

becomes

ρE,crit0 =
3H2

0c
2

8πG
(1.33)

∴ ρc0 ≡
ρE,crit0
c2

=
3H2

0

8πG
∼ 1.88× 10−29h2 g/cm3, (1.34)

where ρc0 is called the critical density.

Next, consider the case where there exist radiation, matter, and a cosmological constant,

with non-zero curvature. This universe is called Friedmann universe. Normalizing each energy

density by the critical density gives

Ωm0 ≡
ρm0

ρc0
=

8πGρm0

3H2
0c

2
, Ωr0 ≡

ρr0
ρc0

=
8πGρr0
3H2

0c
2
, ΩΛ0 ≡

ρΛ0
ρc0

=
Λc2

3H2
0

. (1.35)

Eq. 1.32 becomes

Kc2

H2
0

= Ωm0 +Ωr0 +ΩΛ0 − 1. (1.36)

Thus, Friedmann equation at t = t is re-written by introducing Hubble parameter H ≡ ȧ
a |t=t,

and using the relationship of ρm ∝ a−3 (ρr ∝ a−4);

H2 = H2
0

(
Ωr0

a4
+

Ωm0

a3
+

1− Ωr0 − Ωm0 − ΩΛ0

a2
+ΩΛ0

)
. (1.37)

In the case of flat universe (K = 0), density parameter satisfies Ωm + Ωr + ΩΛ = 1. From eq.

1.25, eq. 1.26, and eq. 1.27, we can derive the evolution of each density parameter as follows,

Ωr =
Ωr0

Ωr0 +Ωm0a+ΩΛ0a4
, Ωm =

Ωm0 a

Ωr0 +Ωm0a+ΩΛ0a4
, ΩΛ =

ΩΛ0 a
4

Ωr0 +Ωm0a+ΩΛ0a4
(1.38)

Figure 1.1 shows the evolution of density parameters as a function of scale factor a(t).
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Figure 1.1: Density parameter Ωr, Ωm, and ΩΛ as a function of scale factor a(t). The present-
day values are Ωr0 = 8.05× 10−5, Ωm0 = 0.27, ΩΛ0 = 0.73 (Komatsu et al. 2009).

From Figure 1.1, the matter-dominant phase corresponds roughly to 0.5 < z < 3000. When

redshift is z ∼ 500 − 10, radiation and dark energy term, and curvature are negligible (Ωr0 =

ΩΛ0 = K = 0). Eq. 1.37 is rewritten as

H2 = H2
0

Ωm0

a3
(1.39)

∴ a =

(
3

2
H0t

)2/3

(1.40)

Since non-relativistic matter satisfies ρ ∝ a−3 (eq. 1.25), the energy density at t = t is

ρE = ρm =
ρm0

a3
=

c2

6πGt2
. (1.41)

1.1.5 Redshift

The wavelength λ of a photon emitted from an object at t = t is stretched by the expansion of

the universe. This phenomenon is called redshift. The parameter that evaluates the degree of

this wave shift is also called redshift and is defined as

z =
λ0 − λ

λ
. (1.42)

We normalize the current scale factor as a(t0) = 1, and thus a and z have the following rela-

tionship:

a =
1

z + 1
(1.43)

By estimating the density ratio of the present universe observationally, we can trace the time

evolution of expansion or contraction of the universe. However, in order to study the evolution

of non-linear structure of the universe, we need to consider the evolution of density perturbation.
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1.2 Structure formation

Non-relativistic matter can form large-scale cosmological structures from the initial small fluc-

tuations. This is because relativistic components (radiation) have too large streaming length

to proceed sufficient structure formation. Here, we consider the expanding universe as a back-

ground spacetime and treat the matter as an ideal fluid. Thus, physical properties of matter

can be determined by density ρ, pressure P and velocity v.

The continuity equation and the fluid equation in the flat, unexpanded spatial coordinate r

are

∂ρ

∂t
+∇ · (ρv) = 0 (1.44)

∂v

∂t
+ (v · ∇) = −∇P

ρ
−∇ϕ (1.45)

, which consider hydrodynamic pressure and gravitational interaction.

Next, we consider the case of comoving x. r and x has the following relationships,

r = ax (1.46)

ṙ = ȧx+ aẋ (1.47)

The first term of the second equation indicates that mater at rest in the comoving coordinate

is in motion in the proper coordinate. Thus we can replace v → v + ȧx and fluid equations in

the comoving coordinate are written as2

∂ρ

∂t
+ 3

ȧ

a
ρ+

1

a
∇ · (ρv) = 0

∂v

∂t
+
ȧ

a
v +

1

a
(v · ∇)v = −1

a
∇Φ− 1

aρ
∇P

∆Φ = 4πGa2(ρtot − ρ̄tot)

(1.49)

Density and pressure fluctuation δ(x, t) and δp(x, t) are defined as follows;

δ(x, t) =
ρ(x, t)− ρ̄(t)

ρ̄(t)
(1.50)

δp(x, t) = p(x, t)− p̄(t) (1.51)

Thus, eq. 1.49 can be rearranged as

∂δ

∂t
+

1

a
∆ · [(1 + δ)v] = 0 (1.52)

∂v

∂t
+
ȧ

a
v +

1

a
(v ·∆)v = −1

a
∆Φ− ∆(δp)

aρ̄(1 + δ)
. (1.53)

2The gravitatioinal potential in the comoving coordinate is Φ = ϕ+ 1
2
aä|x|2. Notice that partial differentiation

is also replaced:
∂

∂t

∣∣∣∣
r

→ ∂

∂t

∣∣∣∣
x

− ȧ

a
x · ∇x, ∇r → 1

a
∇x (1.48)
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(
∂

∂t
+ 2

ȧ

a

)
(1.52) →∂2δ

∂t2
+
∂

∂t

[
1

a
∆ · [(1 + δ)v]

]
+

2ȧ

a

∂δ

∂t
+

2ȧ

a2
∆ · [(1 + δ)v] = 0 (1.54)

−1

a
∆ · (1.53) →− 1

a

∂

∂t
− ȧ

a2
∆ · v − 1

a2
∆ · [(v ·∆)v] =

1

a2
1

a2
∆Φ+

∆(δp)

a2ρ̄(1 + δ)
(1.55)

1.2.1 Linear-growth of density fluctuations

The third term surrounded by a box is a non-linear term and we neglect it in linear approxima-

tion. We get

∂2δ

∂t2
+

2ȧ

a

∂δ

∂t
− ∆(δp)

a2ρ̄
=

1

a2
∆Φ

=
4πG

c2
(ρ̄E,totδtot + 3δptot),

(1.56)

where ρ̄E,tot is energy density for total fluids and δtot is the density fluctuation for total fluids.

Pressure fluctuations are expressed by using δρ and δS in a linear approximation,

δp =

(
∂p

∂ρ

)
s

δρ+

(
∂p

∂S

)
ρ

, (1.57)

where S is entropy per unit mass and the speed of sound is defined as c2s ≡
(
∂p
∂ρ

)
s
. Thus, eq

1.56 is rewritten as

∂2δ

∂t2
+
2ȧ

a

∂δ

∂t
−
(
4πGρ̄δ +

c2s
a2

∆δ

)
=

(
∂p

∂S

)
ρ

∆(δS)

a2ρ̄
+
4πG

c2
[ρ̄totδtot − ρ̄δ + 3(δptot − δp)] (1.58)

If we assume a self-gravitational system with δS = 0, we can neglect rhs;

∂2δ

∂t2
+

2ȧ

a

∂δ

∂t
−
(
4πGρ̄δ +

c2s
a2

∆δ

)
= 0. (1.59)

Fourier transform of δ(x, t) → δ̃(k, t) gives the following equation,

∂2δ̃t2

∂t2
+ 2

ȧ

a

∂δ̃

∂t
−
(
4πGρ̄− c2sk

2

a2

)
δ̃ = 0. (1.60)

The second term works as ”friction” due to the cosmic expansion. The third term is potential

term. This linear-equation implies that each Fourier mode with different k evolves indepen-

dently. When
(
4πGρ̄− c2sk

2

a2

)
δ̃ < 0, δ does not grow and approaches 0 with damping oscillation.

When
(
4πGρ̄− c2sk

2

a2

)
δ̃ > 0, gravity is stronger than pressure and density fluctuations can grow,

and the matter finally collapses gravitationally. There is a threshold wavenumber kJ ≡ a
√
4πGρ̄
cs

,

which is called Jeans scale.

From here, we consider the evolution of dark matter fluctuations in linear theory. Fluctuations

can grow when k < kJ , and cs = 0 because dark matter is collisionless. Then the equation of

evolution for dark matter is

δ̈ + 2
ȧ

a
δ̇ − 4πGρ̄δ = 0. (1.61)
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Considering Einstein-de Sitter universe, i.e. ȧ
a = 2

3t and ρ = 1
6πGt2

(from eq. 1.41), we can

re-arrange eq. 1.61;

δ̈ +
4

3t
δ̇ − 2

3t2
δ = 0. (1.62)

The solution is expressed by the superpositions for two solutions,

δ = At2/3 +Bt−1. (1.63)

The first and second terms are called ”growing mode” and ”decaying mode” respectively. We can

focus on only the first term and it follows that density fluctuations grow as δ ∝ t2/3, proportional

to scale factor a in the matter-dominant epoch.

1.2.2 Non-linear model for spherical collapse

The linear approximation in the previous section is valid when δ ≪ 1. However, as δ increases,

non-linear structure formation should be considered. In the present-day universe, density fluc-

tuations evolve non-linearly in the scale of ≲ 10 h−1Mpc. We firstly use a simple spherical

collapse model. Let us assume a sphere with mass M , constant density, and radius r. We treat

the sphere in Einstein de Sitter universe. The equation of motion is

r̈ = −GM(< r)

r2
. (1.64)

From energy conservation,

1

2
r̈2 − GM(< r)

r
= E(= const.) (1.65)

The cases of E < 0 and E > 0 correspond to bounded solution with contracting r and unbounded

one with expanding r. By integrating eq. 1.65, we can express r and t with a parameter θ:{
r = (GM)1/3A2(1− cos θ)

t = A3(θ − sin θ)
(E < 0) (1.66)

{
r = (GM)1/3A2(cosh θ − 1)

t = A3(sinh θ − θ)
(E > 0), (1.67)

where A is constant. The density in the sphere is ρ = 3M
4πr3

and the mean density of Einstein-

de-Sitter universe is ρ̄ = 1
6πGt2

. Therefore, the density fluctuation is

δ ≡ ρ

ρ̄
− 1 =


9

2

(θ − sin θ)2

(1− cos θ)3
− 1 (E < 0)

9

2

(sinh θ − θ)2

(cosh θ − 1)3
− 1 (E > 0)

(1.68)

We plot eq. 1.66, eq. 1.67, and eq. 1.68 in Figure 1.2.
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Figure 1.2: Radius r (purple), time t (blue), over density δ(green) as a function of θ. Solid and
dashed lines represent bounded and unbounded case, respectively.

For the unbounded solution, the radius expands monotonically and the density is lower

than the average density. However, for the bounded solution, the sphere expands and turns

into collapse. The turning point from expansion to contraction has a maximum radius and

corresponds to θ = π. Time, radius and density fluctuations at the turing point are

tturn = πA2, rturn = 2(GM)1/3A2, δturn =
9π2

16
− 1. (1.69)

The point where r → 0 is a collapse point and corresponds to θ = 2π. Time at the collapsing

point is

tcoll = 2tturn = 2πA2. (1.70)

At that time, density fluctuations diverge, δ → ∞.

1.2.3 Virial equilibrium in a spherical model

In reality, the density does not diverge and a sphere is gravitationally bound and becomes in

equilibrium. In a gravitationally bounded system in equilibrium, total energy E and potential

energy U have a following relationship,

E =
1

2
⟨U⟩, (1.71)

where ⟨U⟩ is time averaged potential energy. We consider a sphere with uniform density, gravi-

tatioinally bounded, and in equilibrium. The density is expressed by using mass M and radius

R, ρ = 3M
4πR3 . The mass within radius r (0 < r < R) and the shell at r ∼ r + dr are 4πr3

3 and

4πr2dr respectively. Thus, the gravitational potential inside the sphere is

U = −
∫ R

0

G

r

4πr3

3
· 4πr2dr = −

∫ R

0

G

r

Mr3

R3

3Mr2dr

R3
= −3

5

GM2

R
. (1.72)
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We follow the non-linear collapse for a density-uniformed sphere by using virial theorem. Non-

linear growth of spherical symmetry model is already explained in section 1.2.2. A sphere has

the maximum radius Rturn at the turning point and the total energy is

E = U = −3

5

GM2

Rturn
. (1.73)

After the turning point, the sphere starts to contract. In section 1.2.2, we assume that velocity

dispersion can be ignored. However, in reality, velocity dispersion itself supports gravity and

the sphere finally becomes in virial equilibrium. The potential energy at the virial equilibrium

is

Uvir = −3

5

GM2

Rvir
. (1.74)

According to virial theorem E = 1
2Uvir, and the virial radius is given by

Rvir =
1

2
Rturn. (1.75)

The time to reach virial equilibrium can be considered the same as the time to reach the collapse

point, tcoll. Thus, the density fluctuation at t = tcoll is

δcoll =
ρ

ρ̄
− 1 =

3M

4πR3
vir

1
1

6πGt2coll

− 1 (1.76)

= 18π2 − 1 ≃ 178. (1.77)



Chapter 2

Formation of the First Stars

2.1 The minimum collapse mass

Dark matter halos in virial equilibrium cannot contract anymore. Gas in a halo can contract

through radiative cooling, and finally forms stars or galaxies. Here, we introduce the minimum

halo mass required for the inside gas to collapse. Consider a virialized dark matter halo with

mass M and radius Rvir. The average density within the halo is

ρhalo = ∆cρc0(1 + zvir)
3, (2.1)

where zvir is the virialization redshift and ∆c is the overdensity at spherical collapse with uni-

formed density, ∆c = 18π2 ∼ 178 as explained in section 1.2.3. The critical density of the

universe denoted ρc0 (see eq. 1.34). The virial radius of the dark matter halo is written as

Rvir =

(
3

4π

M

ρhalo

)1/3

(2.2)

≃ 1 kpc

(
M

108 M⊙

)1/3( ∆c

18π2

)−1/3(1 + zvir
10

)−1

, (2.3)

(Barkana & Loeb 2001a; Bromm et al. 2002; Greif 2015; Tegmark et al. 1997). The corresponding

circular velocity Vcirc is

Vcirc =

√
GM

Rvir
= 23.4

(
M

108 h−1M⊙

)1/3( ∆c

18π2

)1/6(1 + zvir
10

)1/2

km s−1. (2.4)

We also define virial temperature

Tvir =
µmpVcirc

2

2k
= 1.98× 104

( µ

0.6

)( M

108 h−1M⊙

)2/3( ∆c

18π2

)1/3(1 + zvir
10

)
K (2.5)

A gas within a dark matter halo with mass M has the temperature of eq. 2.5. The gas needs to

be cooled via radiation within Hubble time in order to contract and form stars. Here we estimate

the amount of Hydrogen molecules we need for cooling primordial gas effectively within Hubble

time. The Hubble time scale tHubble is

tHubble =

∫ t

0

1

a
dt =

∫ ∞

z

dz

H
≃ 6.5× 106

(
1 + zvir
100

)−3/2

h−1 yr. (2.6)

12
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The main cooling process in a primordial gas is H2 cooling (see details in section 2.3). The H2

cooling time scale tcool,H2 is

tcool,H2 ∼
3
2nkT

ΛH2

, (2.7)

where ΛH2 is the H2 cooling rate. The values of cooling rates are different from each species.

Radiative de-excitation is dominant when the gas density is below the critical density, which

is defined as the ratio of radiation and collisional de-excitation, ncrit ≡ A10/q10. Here A10 is

Einstein coefficient and q10 is collisional de-excitation rate (see the details in section 2.3). In the

case of low-density limit, i.e., n≪ ncrit ∼ 105 cm−3, two-level approximation gives the following

expression of Λ:

ΛH2
= nH2

C01∆E (2.8)

= nH2
ncollq01∆E ∼ n2fH2

q10 exp

(
−∆E

kT

)
∆E, (2.9)

where ∆E is excitation energy. The collision coefficient is C01 = ncollq01, where ncoll ∼ n is

the number density of the collision partner (mostly hydrogen atom). The fraction of molecular

hydrogen is defined as fH2 ≡ nH2
/n. There is also a relationship between collisional excitation

(q01) and de-excitation rate (q10),

q01 = q10 exp

(
−∆E

kT

)
∆E. (2.10)

The condition that H2 cooling cools gas within Hubble time is

tHubble ∼ tcool,H2 (2.11)

∴
2

3H0(1 + zvir)
∼

3
2nkT

n2fH2q10 exp
(
−∆E

kT

)
∆E

(2.12)

∴ fH2 ∝ (1 + zvir)
−3/2 T

q10(T )
exp

(
∆E

kT

)
(2.13)

When we consider the rotation transition for H2, the corresponding temperature is ∆E
k = 512 K.

q10(T ) is generally power-low of T , thus fH2 ∝ exp
(
∆E
kT

)
. For low temperature, fH2 increases

because it is difficult to excite H2 to higher levels.

Furthermore, enough amount of H2 to cool gas should be formed in a Hubble time. Molecular

hydrogen is produced via H– process (see the section 2.3). When we assume the total number

density as n = nH+nH++2nH2 , the ionization degree x is x =
nH+

n and H2 fraction is determined

by fH2 ≡ nH2
n . Since the time variation of nH+ is expressed by a recombination rate α(T ), time

variation of x is

ẋ = −α(T )nx2
(
∵
dnH+

dt
= −α(T )nenH+

)
. (2.14)

Integrating eq. 2.14 gets

x =
x0

1 + nα(T )x0t
, (2.15)
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where x0 is initial abundances (tipically x0 ∼ 10−4) and nβ(T )x0 is equal to the inverse of

recombination timescale, 1/trec,0. Hydrogen molecule is produced by the following reaction

H + e−
k1−−⇀↽−−
k3

H− + hν (2.16)

H + H− k2−−→ H2 + e− (2.17)

These reactions are called H– channel. The reverse reaction of eq. 2.16 is caused by CMB

photons (Tegmark et al. 1997). An electron works as a catalyst and its abundance does not

change,

dne
dt

= −k1nHne + k3nH− + k2nHnH− = 0 (2.18)

∴ nH− =
k1nHne
k3 + k2nH

(2.19)

The evolution of the molecular fraction ˙fH2 is therefore written as

˙fH2 =
1

n

dnH−
dt

(2.20)

=
1

n
k2nHnH− (2.21)

=
1

n

k2k1n
2
Hne

k3 + k2nH
(2.22)

∼ k2k1nHne
k3 + k2nH

· nH+ (∵ n ∼ nH, nH+ ∼ ne) (2.23)

= kH−nHx

(
kH− ≡ k2k1

k3 + k2nH

)
(2.24)

= kH− · n x0

1 + t
trec,0

, (2.25)

where kH− is the H2 formation rate by H– process. By integrating eq. 2.25, we can get

fH2 ≃ fH2,0 +
kH−

α(T )
log

(
1 +

t

trec,0

)
(2.26)

≃ kH−

α(T )
. (2.27)

The initial H2 fraction can be negligible because fH2,0
∼ 6× 107.

When t≪ trec,0, the fraction becomes

fH2
≃ kH−

α(T )

t

trec,0
∝ t. (2.28)

The H2 production rate ˙fH2
is constant.

When t ≫ trec,0, the fraction increases logarithmically, fH2
∝ log(t/trec,0). This is because

recombination depletes the electron fraction and H– channel becomes inefficient.

At the transition time t = trec,0, the H2 fraction is

fH2 ≃ kH−

α(T )
≃ 3.5× 10−4

(
T

103 K

)1.52

. (2.29)
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Tegmark et al. (1997) derive the above description analytically and show fH2 as a function of T

(Figure 2.1).

Figure 2.1: H2 fraction vs. virial temperature. The solid, short-dashed and long-dashed lines are
for clumps virializing at zvir = 100, 50, and 25 respectively. Lines with negative slopes indicate
the threshold that gas can cool in Hubble time. The shaded region thus shows gas cannot cool
in Hubble time. Lines with positive slopes represent the molecular fraction produced in Hubble
time. The three intersections (black circles) show the minimum virial temperature for gas to
start collapsing. The lines are for x0 = 3 × 10−4. Adopted from Tegmark et al. (1997) and
added a legend.

Yoshida et al. (2003) have conducted cosmological simulations and shown that the distribu-

tion of gas halos on fH2 − T plane is consistent with the analytical results(Tegmark et al. 1997)

in Figure 2.2.
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Figure 2.2: The same as Figure 2.1. Filled and open circles are halos that host gas clouds and
those that do not at z = 17. They identify gas clumps which are cold (T < 0.5Tvir) and dens
(nH > 5× 102 cm−3) as ”gas clouds”. Adopted from Yoshida et al. (2003)

2.2 Physics of self-gravitating gas

2.2.1 Virial theorem

Primordial gas is cooled, contracts, and finally reaches hydrostatic equilibrium at some point.

From now, we derive the conditions to satisfy hydrostatic equilibrium called Virial theorem (for

gas).

The equation of fluid motion is

ρ
dv

dt
= ∇p− ρ∇Φ, (2.30)

where we neglect magnetic fields. Assuming a spherical gas core, we get

ρ
dv

dt
= −dp

dr
− ρ

dΦ

r
. (2.31)

Multiplying eq. 2.31 by r and integrating it by dV = 4πr2dr (r = 0 → R),

(LHS of eq. 2.31) →
∫
ρ
dv

dt
dV =

∫ R

0

(
1

2

d2r2

dt2
− v2

)
ρ 4πr2dr (2.32)

=
1

2

d2

dt2

∫ R

0
r2dM −

∫ R

0
v2dM (2.33)

=
1

2

d2I

dt2
− 2K, (2.34)
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where I is moment of inertia and K is kinetic energy. The first term of RHS of eq. 2.31 is

re-written as

−
∫
r
dp

dr
dV = −

∫ R

0
r
dp

dr
4πr2dr (2.35)

= −
{
[4πr3p]R0 − 3

∫ R

0
4πr2pdr

}
(2.36)

= −4πR3Pex + 3

∫ R

0
pdV (2.37)

= −4πR3Pex + 3(γ − 1)U. (2.38)

Also, 3
∫ R
0 pdV is also expressed by the speed of sound and core mass assuming an isothermal

core,

3

∫ R

0
4πr2pdr = 3

∫ R

0

kρT

µmH
4πr2dr = 3

∫ R

0
c2s 4πr2dr

(
∵ c2s =

kT

µmH

)
(2.39)

= 3c2sM. (2.40)

The second term of RHS of eq. 2.31 becomes

−
∫
ρr
dΦ

dr
dV = −

∫
ρ
GMr

r
dV = −

∫
GMr

r
dMr =W (2.41)

Also, −
∫

GMr
r dMr is expressed by core mass and radius;

−
∫
GMr

r
dMr = −aGM

2

R
. (2.42)

A homogeneous sphere satisfies a 3/5. Therefore,

1

2

d2I

dt2
− 2K = −4πR3Pex + 3(γ − 1)U +W. (2.43)

Virial theorem is defined as 1
2
d2I
dt2

= 0 and expressed as

2K − 4πR3Pex + 3(γ − 1)U +W = 0 . (2.44)

Assuming the system is static (K = 0)1, the virial theorem is re-written as

4πR3Pex = 3c2sM − a
GM2

4πR4
(2.45)

∴ Pex =
3c2sM

4πR3
− a

GM2

4πR4
. (2.46)

Thus Pex is expressed as the function of R in Figure 2.3.

1For hydrostatic equilibrium for stars, we can also neglect the external pressure (Pex = 0)
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Figure 2.3: Pex as a function of R.

From Figure 2.3, Pex has the maximum value at R = Rmax

Pex,max =

(
9

4a

)3 3

16π

(
c8s

G3M2

)
, Rmax =

4aGM

9c2s
. (2.47)

When a stable solution exit, Pex < Pex,max is required. According to the right panel of Figure 2.3,

the critical mass should exist which satisfies Pex = Pex,max. The mass is called ”Bonnor-Ebert

mass” ;

MBE = 1.18 M⊙
c4s

G3/2P
1/2
ex

. (2.48)

When the gas temperature is the same inside and outside core2,

MBE ∝ T 2

G3/2ρ1/2T 1/2
∝ T 3/2

G3/2ρ1/2
(2.49)

∼ 20 M⊙T
3/2n−1/2µ−2 (mean molecular weight µ ≈ 1.22) (2.50)

which corresponds to Jeans mass.

As explained in the next section 2.2.2, Jeans mass considers only the inside gas. Assuming the

same temperature inside and outside of the core, we can treat MJ and MBE the same way.

2.2.2 Jeans instability

We have discussed isothermal self-gravitating systems and Boner-Ebert mass MBE, which is

the threshold mass of gravitational instability. Here, we discuss the stability of gas in a self-

gravitating system adding small perturbations. The basic fluid equations are

∂ρ

∂t
+∇ · (ρv) = 0 (2.51)

∂v

∂t
+ (u · ∇)v = −1

ρ
∇p−∇ψ (2.52)

∆ψ = 4πGρ. (2.53)

For an arbitral quantity Q, it has small fluctuations Q1, i.e., Q = Q0 + Q1 (|Q1| ≪ Q0).

There is an assumption that Q1 can be expressed as a plane-wave solution, Q1 ∝ ei(kx−ωt). At

2if the external pressure is the same as the local pressure
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the first unperturbed state, gas pressure, density, and velocity are P0, ρ0 and v0 = 0 respectively.

When small perturbations are added adiabatically, those properties become ρ = ρ0 + ρ1 and

v = v1. Substituting them to eq. 2.51, 2.52, 2.53, and ignoring the second-order terms, we get

∂ρ1
∂t

+ ρ0∇ · v1 = 0 (2.54)

∂v1
∂t

= − c
2
s

ρ0
∇ρ1 −∇ψ1 (2.55)

∆ψ1 = 4πGρ1 (2.56)

Executing Fourier transform arranges the above equations to

− iωρ̃1 + ρ0 · ikṽ1 = 0 (2.57)

− iωṽ1 = − c
2
s

ρ0
ikρ̃1 − ikψ̃1 (2.58)

(ik)2ψ̃1 = 4πGρ̃1 (2.59)

In the matrix, we can write  −iω iρ0k 0

ikc
2
s

ρ0
−iω ik

−4πG 0 −k2


A

ρ1v1
ψ1


x

=

0
0
0

 (2.60)

Thus, A · x = 0. If the solution has x ̸= 0, A requires

dotA = (ω2 + 4πGρ0 − c2sk
2)k2 = 0 (2.61)

∴ ω2 = c2sk
2 − 4πGρ0 (2.62)

Eq. 2.62 is a dispersion relationship. kJ is kJ = 4πGρ0
cs

. When k > kJ , ω
2 > 0 and the

system is stable. However, when k < kJ , ω
2 < 0 and the system becomes unstable because the

perturbation grows exponentially. The threshold wavelength for gravitational instability is

λJ =
2π

kJ
= cs

√
π

Gρ0
. (2.63)

If the perturbation wavelength is larger than λJ , self-gravity overcomes pressure. Jeans mass

which radius has Jeans length λJ is

MJ =
4π

3

(
λJ
2

)3

ρ0 =
π

6

c3s
G3/2ρ1/2

∝ T 3/2ρ−1/2 (2.64)

Once perturbations are added, pressure is exerted on the cloud, which sends out sound waves

through the cloud. We can define the time it takes for sound waves to cross the cloud and to

re-establish pressure balance. It is called sound crossing time,

tsc =
λ

cs
. (2.65)
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Jeans instability is also discussed by comparing the sound crossing time to the free-fall time

(tff), which is the collapse timescale explained in the next section. When tsc < tff , the pressure

restrains the gravitational collapse. When tsc > tff , perturbations continue unabated, resulting

in the cloud collapse.

We note that this Jeans analysis set contradictory initial conditions. As an unperturbed

state, ρ0, p0 = const. and v0 = 0 are assumed. Substituting them into the equation of motion

(eq. 2.52) leads ∇ψ0 = 0. Thus, Poisson equation (eq. 2.53) is not satisfied unless ρ0 = 0. This

contradiction is called Jeans swindle.

2.2.3 Runaway collapse

After M > MJ , gas clumps begin to collapse gravitationally. The characteristic timescale that

the collapse would take is known as the free-fall time. Here we consider a spherical gas cloud

without pressure gradient, with only self-gravity. The cloud has a homogeneous density and the

shell has radius r = a, velocity v = 0 at t = 0. At t = t, we assume the radius R(t) can be

written as R(t) = af(t, a) (0 ≤ f ≤ 1). The equation of shell motion at t = t is

d2R

dt2
= af̈ = −GM(< a)

R2
= −G 1

(af)2
4πa3

3
ρ(0) (2.66)

∴ f̈ = −4πGρ(0)

3f2
. (2.67)

In eq 2.67, f is independent of a, which implies that a homogeneous gas sphere, regardless of its

size, can contract to the center at the same time if it begins to collapse at the same time.

Integrating eq 2.67 by time, we get

β +
1

2
sin(2β) = t

(
8πGρ(0)

3

)1/2

(f = cos2 β) (2.68)

When f changes as f = 1 → 0 (i.e. contract to the center), β = 0 → π
2 . Substituting β = π

2

into eq 2.67, we obtain

tff =

(
3π

32Gρ(0)

)1/2

, (2.69)

which is called free-fall time and represents a required timescale to collapse to infinite density

from the state of rest. Equation 2.69 shows high dense inner regions can collapse faster than

less dense outer regions. Therefore, the central part contracts and forms a dense core, leaving

its envelope. This process is called runaway collapse. Larson (1969) have numerically calculated

the collapse of an isothermal spherical gas cloud from uniformed density distribution. Figure 2.4

shows the density distribution of a collapsing gas and the density profile at the envelope follows

power law ρ ∝ r−2. The central part collapses approximately with the free-fall timescale even

though pressure gradients exist. The length of the density peak is roughly the same as Jeans

length, which is proportional to ρ−1/2 (eq. 2.63).
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Figure 2.4: The radial profile of density for the collapsing cloud at various times. Each time
is normalized by 1013 sec. The flat part corresponds to the core with Jeans radius λJ . The
envelope has a density distribution with ρ ∝ r−2. Calculation adopts asymptotic similarity
solution in Larson (1969).

The power-low distribution for the envelope can be explained roughly as follows;

λJ
cs

∼ tff ∼ 1√
Gρ

(2.70)

∴ ρ ∝ cs
r2

∝ T

r2
. (2.71)

The more exact derivation is in Larson (1969). The runaway collapse of primordial gas also

satisfies Larson’s law (e.g. Abel et al. 2002; Hirano et al. 2014; Omukai & Nishi 1998; Ripamonti

et al. 2002; Yoshida et al. 2008).

2.2.4 Critical Γ at cloud collapse

Let us assume that pressure is proportional to density to the power of Γ, i.e., P = KρΓ, where

K is constant. For an adiabatic ideal gas, Γ is equal to the specific heat ratio γ(= cp/cV ). The

ways of cloud collapse or cloud fragmentation are determined by Γ. Consider the equilibrium

condition at the boundary of a cloud sphere. Self gravity Fg and the pressure gradient Fp is

Fg =
GM

R2
(2.72)

Fp =
1

ρ

dP

dr
∼ 1

ρ

KρΓ

R
(2.73)

∝ 1

R3Γ−2
(∵ ρ ∝ 1/R3) (2.74)
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Therefore,
Fg

Fp
∝ R2−3ΓR2 = R4−3Γ. (2.75)

For spherical symmetry, the critical gamma is Γcrit =
4
3 . There are the following two types of

the further evolution of gas clouds.

1. Γ > Γcrit =
4
3 : Fp overcomes Fg as density increases and collapse will stop.

2. Γ < Γcrit =
4
3 : Fg overwhelms Fp as density increases and collapse will continue.

The value of critical gamma depends on the shape of gas clouds. Consider a sheet-like cloud.

The equilibrium state of a sheet-like structure is derived by the following equations:

Poisson eq.:
∂2ψ

∂z2
= 4πGρ(z) → ψ

R2
∼ 1

R
(2.76)

self-gravity: Fg = −dψ
dz

→ Fg ∼ ψ

R
∝ R0 (2.77)

pressure gradient: Fp =
1

ρ

dp

dz
→ Fp ∝

KρΓ−1

R
∝ R−Γ. (2.78)

Therefore,
Fp

Fg
∝ R−Γ

R0
= R−Γ (2.79)

and the critical gamma is Γcrit = 0.

The critical gamma for filament structures has a different value. Consider an axisymmetric

cylinder. Poisson equation can be written in cylindrical coordinates,

∆ψ =
1

r

d

dr
r
dψ

dr
= 4πGρ. (2.80)

Multiplying eq. 2.80 by r and integrating from r = 0 to r = R, we get∫ R

0

d

dr
r
dψ

dr
dr =

∫ R

0
4πGρr (2.81)[

r
dψ

dr

]R
0

= 2πGρR2 (2.82)

= 2GMline, (2.83)

where Mline is a line mass and constant. Self-gravity and pressure gradient are, thus,

Fg =
dψ

dr

∣∣∣∣
r=R

=
2GMline

R
∝ 1

R
(2.84)

Fp = p
dp

dr
∝ ρΓ−1

R
∝ 1

R2Γ−1

(
∵ ρ ∝ 1

R2

)
(2.85)

∴
Fp

Fg
∝

1
R

R2Γ−1
= R−2(Γ−1). (2.86)

Therefore, the critical density for filament structure is Γcrit = 1.

Figure 2.5 shows the summary of critical Γ for each shape of gas clouds. Sheet-like clouds
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fragment into filamentary structures. Those filamentary clouds fragment into spherical gas

clouds.

Figure 2.5: Schematic illustration for gas collapse and fragmentation.

2.3 The gas dynamics in primordial gas

2.3.1 H2 chemistry

Through the BigBang nucleosynthesis, Hydrogen, Helium, and a small amount of Lithium are

created. The cosmic primordial gas consists of only these elements. Stars produced by the

contraction of primordial gas are known as the first stars or Population III stars. In order to

contract primordial gas effectively, cooling by H2 is the most important coolant in the early

universe.

A hydrogen molecule has a symmetry structure and does not have dipole moment. Thus,

its radiation is quadrupole radiation by rotational and vibration transition. At present-day star

formation, H2 is formed on the dust surface, however, there is no dust in the primordial gas.

There are the gas phase reaction channels for the formation of H2.

H +
2 channel (Saslaw & Zipoy 1967)

H + H+ → H +
2 + hν (2.87)

H +
2 +H → H2 +H+ (2.88)

H– channel (McDowell 1961; Peebles & Dicke 1968)

H + e− → H− + hν (2.89)

H− +H → H2 + e− (2.90)

H– channel is a much more efficient formation path than H +
2 because the binding energy of

H– is 0.754 eV, which is much lower than that of H +
2 , 2.65 eV3. H2 exists in two states with

para-hydrogen or ortho-hydrogen, which are parallel or anti-parallel nuclear spin respectively.

Transitions between para- and ortho- are forbidden and the lowest allowed transition is rotational

one from J = 2 to J = 0. This transition occurs only in para-hydrogen and its energy corresponds

to a temperature of 512 K. In reality, the Maxwell-Boltzmann tail of the velocity dispersion

enables the gas to cool to T ∼ 200 K (Greif 2015).

3H +
2 channel is dominant at z > 100.



24 Formation of the First Stars

2.3.2 cooling process in primordial gas

Formation of the first stars depends on the efficient radiation cooling when the primordial gas

collapses self-gravitationally. In the present day, the main cooling processes are radiation from

metal such as CO or infrared radiation from dust. Figure 2.6 shows cooling functions. The main

cooling path in primordial gas depends on the gas temperature.

Figure 2.6: cooling function for primordial gas. Red, blue, and black lines show H2, HD and
atomic cooling respectively. The functions are calculated at n = 1 cm−3, xH2

= 10−4, xHD =
10−7. Adopted from Bovino & Galli (2019).

When Tgas ≳ 106 K, gas is sufficiently ionized and free-free radiation or bremsstrahlung are

efficient cooling. When T ∼ 105−5×104 K, collisional excitation of He+ and H, and the following

radiative decay by Lyman α of neutral hydrogen. At T ∼ 104 K, the plasma recombines rapidly.

Electrons cannot excite the first excited level, which is 10.2 eV above the ground state. Thus,

gas temperature becomes stable at T ∼ 104 K.

Thermodynamics of primordial gas has been investigated by several studies (Omukai 2000;

Omukai & Nishi 1998; Palla et al. 1983; Yoshida et al. 2006). Figure 2.7 shows a temperature

and density phase diagram (The Omukai diagram). Distinctive phases are described in A to G.

(A) Gas enters DM potential well and is adiabatically compressed.

(B) H2 is formed via H– process and molecular cooling begins to work.

(C) Gas temperature reaches 200 K and H2 does not work. At that time gas is in local thermal

equilibrium (LTE). At this point, gas forms a quasi-hydrostatic core and the corresponding Jeans

mass is

MJ = 1.75× 103 M⊙

( n

104 cm−3

)−1/2
(

T

200 K

)3/2

(2.91)
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(D) When n ∼ 109 cm−3, H2 is formed via three body reaction (Palla et al. 1983).

H + H +H −−→ H2 +H (2.92)

H2 fraction reaches xH2
∼ 1.

(E) Gas becomes optically thick and cooling is inefficient, which rises temperature.

(F) At n ∼ 1014 cm−3, collisional induced emission(CIE) works as a dominant cooling process.

In high-density gas, two molecules pair (H2-H2, H2-He) approach each other and a temporary

dipole is formed. This ’supermolecule’ emit dipole radiation and cool gas (Omukai & Nishi 1998;

Yoshida et al. 2006).

(G) The gas temperature reaches T ∼ 2000 K and collisional dissociation of H2 starts.

(H) At n > 1018 cm−3, gas reaches the final adiabatic phase.

(I) Finally, when the gas density reaches n ∼ 1021 cm−3, the protostar forms.

Figure 2.7: Temperature and density phase diagram for primordial gas. Adopted from Yoshida
et al. (2012) and added legends.

2.4 Stellar feedback to accretion

As explained above, a protostar is born when the central density reaches ∼ 1021 cm−3. A

protostar has a mass of 0.01 M⊙ (Omukai & Nishi 1998; Yoshida et al. 2008) and its envelope

has a mass of ∼ 103 M⊙ without cloud fragmentations (e.g. Abel et al. 2002; Yoshida et al. 2006).

A protostar grows toward ZAMS by accretion, and its accretion rate is roughly estimated as

Ṁ ∼ MJ

tff
=
c3s
G

∼ 7× 10−4M⊙/yr

(
T

300 K

)3/2

. (2.93)

Therefore, if mass accretion continues during the lifetime of a massive star, a few Myr, the final

mass is thought to be M ∼ 100− 1000 M⊙.
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In reality, however, feedbacks from the protostars prevents gas accretion and determines

the final mass of the first stars. There are two types of feedback to stop accretion; kinematic

feedback and radiative feedback. The former comes from outflow by magnetic fields and stellar

wind, however, both of them are weak in high-redshift universe. This is because only a primordial

magnetic field exists and the strength is thought to be weak (B ∼ 10−14 G) in a primordial gas

cloud, and mass loss through stellar wind is generally low4. Therefore, radiative pressure from

photoionization and dissociation is a crucial feedback for growth of the first stars.

Hosokawa et al. (2011) perform radiative hydrodynamical simulations, solving the self-

consistent stellar evolution at the same time,and investigated a radiative feedback from the

primordial protostar and its final mass.

They show that UV photon from the protostar photo-evaporates its accretion disk and stops

mass accretion. The final mass of a first star becomes ∼ 40 M⊙, which is lower than previous

expectations of M = 100 ∼ 1000 M⊙(e.g. Omukai & Palla 2003; Yoshida et al. 2008, 2006), as

shown in Figure 2.8.

Figure 2.8: Evolution of the accretion rate as a function of stellar mass. A blue (red) line shows
a model with (without) radiation feedback. Adopted from Hosokawa et al. (2011).

2.5 Mass distribution of Population III stars

Hosokawa et al. (2011) have examined one halo which exists typically in high-redshift universe

(Yoshida et al. 2008). Halo formations have diverse environments, which may lead to various

mass distributions of the first stars. Hirano et al. (2014) run cosmological simulations and follow

over 100 star-forming clouds and determine the final mass of those first stars by the following

4First stars have no heavy elements and small opacity. Therefore, such weak radiation pressure does not induce
stellar winds.
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RHD simulations as same as Hosokawa et al. (2011). The left figure in Figure 2.9 indicates that

star formations start in various timings (z = 35 − 11) in DM halos with different virial masses

(Mvir ∼ 105 − 106 M⊙). The right figure in Figure 2.9 shows a Pop III IMF for ∼ 100 first stars

and it has a wide mass range from 10 M⊙ to 1600 M⊙.

Figure 2.9: Left: Distribution of the timing of star formation. zform is the redshift when a
star-forming cloud reaches the density of ∼ 106 cm−3. A color bar shows the virial masses of
host DM halos. Right: The final mass distribution of the first stars, which corresponds to Pop
III IMF. Adopted from Hirano et al. (2014).

2.5.1 Life pathways of Pop III stars

These first stars with differnt masses have different final pathways as follows.

1. In the case of M ≤ 0.8 M⊙, stars can survive to the present day because their lifetimes

are over cosmic time. These stars are targets for direct observations of Pop III stars in the

Milky Way.

2. In the case of 8 M⊙ ≤ M ≤ 40 M⊙, stars end in core-collapse supernovae (CCSNe). One

CCSNe enriches gas to Z ∼ 10−3 Z⊙ (Sluder et al. 2016), thus extremely metal-poor stars

might be formed in metal-enriched gas clouds by Pop III star explosions.

3. In the case of 40 M⊙ ≤ M ≤ 140 M⊙, stars collapse directly to black holes (BHs).

Binary Pop III stars within the mass range can form binary BH systems with massses

of 20 − 50 M⊙(Kinugawa et al. 2014, 2016), whose merger events have been detected as

gravitational waves by LIGO and Virgo (e.g. Abbott et al. 2016).

4. In the case of 140 M⊙ ≤M ≤ 260 M⊙, stars end in Pair Instability SuperNovae (PISNe).
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(Aoki et al. 2014) observe one EMP star which is expected to be formed from metal-

enriched gas by PISNe.

5. In the case of M > 260 M⊙, helium core directly collapses into a BH.

2.5.2 Remained uncertainty of Pop III mass distribution

There is still uncertainty of Pop III mass distribution with including other effects such as disk

fragmentations, magnetic fields, radiation fields, and stream velocity.

Disk fragmentation is found in 3D hydrodynamical simulations and forms secondary stars, which

changes Pop III mass distribution significantly. Several simulations have followed the fragmen-

tation processes, but the maximum computational time scale is ∼ 103 yr, not enough to follow

the completed evolution for ∼ 105 yr (e.g. Chon & Hosokawa 2019; Clark et al. 2011; Greif et al.

2012; Hirano & Bromm 2017; Inoue & Yoshida 2020; Susa et al. 2014).

Magnetic field might affect disk fragmentations. Primordial magnetic fields are weak (∼ 10−14 G)

and are thought to be negligible for the first star formation. However, recent studies show that

primordial magnetic fields can be amplified in a cloud collapse phase by a small-scale turbulent

dynamo. Several current simulations focus on the magnetic field effect in the accretion phase

(e.g. Hirano & Machida 2022; Sharda et al. 2021).

Lyman Werner (LW) radiation field as a background or stellar feedback also affects Pop III.2

star formations. This is because LW radiation with energy of 11.2−13.6 eV dissociate hydrogen

molecule and prevents primordial gas to cool. The dissociation delays the Pop III star formation,

or induces the formation of supermassive stars over 104 M⊙ if LW radiation is over the critical

value, i.e., J21,crit = 100 − 103 (e.g. Bromm & Loeb 2003; Chon et al. 2016; Latif et al. 2021,

2014; Omukai & Palla 2001; O’Shea & Norman 2008; Sugimura et al. 2014).

On the other hand, X-ray or cosmic ray background ionizes hydrogen atoms and increases elec-

trons, which promotes H− reactions to form H2(Hummel et al. 2016, 2015; Inayoshi & Omukai

2012; Park et al. 2021).

Furthermore, relative velocities between baryon and dark matter might have a significant im-

pact on the Pop III star formations and are explained in the next section as a main topic of our

research.

2.6 Chapter Summary

Density perturbation originated from inflation grows and forms large-scale filamentary structures

in the early universe. DM minihalos with masses of 105−6 M⊙ are formed in the dense regions

at z ∼ 30− 20 and primordial clouds form in the DM halo (e.g. Abel et al. 2002; Yoshida et al.

2003). Radiative cooling by H2 cools gases and enables them to contract to form the protostellar

core in the densest center (Yoshida et al. 2008). After the formation of a protostar, gas accretion

from an accreting disk or the formation of secondary stars induced by disk fragmentations occur.

These stars finally evolve to ZAMS after a few ×105 yr.
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Formation and evolution of
Supersonically Induced Gas Objects

3.1 Stream Velocity

Structure formation in the early Universe is affected by supersonic relative velocities generated

by baryons and dark matter(DM) fluctuations (Tseliakhovich & Hirata 2010). The existence

of the relative velocity between baryon and dark matter has already been mentioned in 1970s

by Press & Vishniac (1980); Sunyaev & Zeldovich (1970). However, the relative velocity was in

second order terms in perturbation theory and was a non-linear effect, thus it has been overlooked

until recently. Tseliakhovich & Hirata (2010) show that the relative velocity is supersonic gas

flow just after the recombination period which causes a significant impact on the fist structure

formation in the early universe. Hereafter we call the relative velocity as stream velocity (SV)

and explain the impact of SV in the formation of the first object in high-redshift universe.

3.1.1 Growth of small-scale structure including stream velocity

Small fluctuations of matter (e.g. δ ∼ 10−5 in CMB) grow gravitationally and finally forms

various structures in the universe. The following equations represent the evolution of density

fluctuations for baryons (δb) and cold dark matter (CDM, δc) in comoving coordinates.

∂δc
∂t

+ a−1vc · ∇δc = −a−1(1 + δc)∇ · vc (3.1)

∂δb
∂t

+ a−1vb · ∇δb = −a−1(1 + δb)∇ · vb (3.2)

∂vc
∂t

+ a−1(vc · ∇)vc = −∇Φ

a
−Hvc (3.3)

∂vb
∂t

+ a−1(vb · ∇)vb = −∇Φ

a
−Hvb − a−1c2s∇δb (3.4)

a−2∇2Φ = 4πGρ̄mδm (3.5)

The first two equations are equations of continuity, and the letter two equations are Euler

equations for baryons and CDM respectively. The last one is Poisson eqation where Φ is total

gravitational potential. The baryonic sound speed is denoted cs. Fourier transforming the above

29
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four equations and eliminating Φ yield

∂δc
∂t

=
i

a
v
(bg)
bc · kδc − θc (3.6)

∂θc
∂t

=
i

a
v
(bg)
bc · kθc − 3H2

2
(Ωcδc +Ωbδb)− 2Hθc (3.7)

∂δb
∂t

= −θb (3.8)

∂θb
∂t

= −3H2

2
(Ωcδc +Ωbδb)− 2Hθb +

c2sk
2

a2
δb (3.9)

The two terms in the boxes are stream velocity terms and second order, where vbc is a rela-

tive velocity between baryons and dark matter, vbc ≡ vb − vc. The terms are negligible at

wavenumbers k ≪ kvbc ∼ 40 Mpc−1. The variance of SV is

∆2
vbc(k) = ∆2

ξ(k)

[
θb(k)− θc(k)

k

]2
, (3.10)

where ∆2
ξ(k) = 2.42 × 10−9 is the initial curvature perturbation variance per ln k. Integrating

the variance by ln k yields the rms SV,

⟨v2bc(x)⟩ =
∫
dk

k
∆2

vbc(k). (3.11)

Figure 3.1 shows the power-spectrum of stream velocity at the scale of k. The power-spectrum

rapidly decreasing at small scale of k > 0.5 Mpc−1. Thus, stream velocity is constant in a few

comoving Mpc. Integration of eq. 3.11 gives the rms velocity σvbc is σvbc ∼ 30 km/s1.

Figure 3.1: The variance of stream velocity perturbation per ln k as a function of wavenumber.
The power spectrum drops rapidly at k > 0.5 Mpc−1, which indicates that stream velocity is
coherent flow in a few comoving Mpc scale. On much larger scale such as k < 0.01 Mpc−1(∼
BAO scale), the fluctuations of stream velocity are corelated. Adopted from Tseliakhovich &
Hirata (2010)

1Notice that this rms is evaluated assuming three-dimensional motions.
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Before the recombination, baryons and photons are coupled with each other and the baryonic

sound speed was relativistic, cs = c√
3
. After the recombination, the sound speed of the gas

component is equal to the kinetic speed of atomic hydrogen,

cs =

√
γkTb
µmH

, (3.12)

where

γ =
5

3
(an ideal monoatomic gas) (3.13)

µ = 1.22 (mean molecular weight with a helium mass fraction of 0.24.) (3.14)

mH = 1.67× 10−24 g (the mass of hydrogen atom) (3.15)

Tb =
TCMB,0

a
=

2.726

a
K (3.16)

The calculating the above at the recombination period, i.e., at z = 1020 (a = 0.009794), the

sound speed is cs ∼ 6 km/s = 2 × 10−5c. Therefore, rms of stream velocity is five times larger

than sound speed at the recombination period and the gas has a supersonic flow relative to

CDM. Stream velocity decays with redshift (1 + z) and can affect only at very high redshift.

Furthermore, the three-dimensional SV field follows Maxwell-Boltzmann distribution,

P (vbc,3D) =

(
3

2πσ2vbc

)3/2

4πv2 exp

(
− 3v2

2σ2vbc

)
, (3.17)

where σvbc is rms of three-dimensional stream velocity.

Figure 3.2: The distribution of stream velocity. SV follows three-dimensional Maxwell-
Boltzmann distribution.

Visbal et al. (2012) and Fialkov et al. (2013) conduct numerical calculations to see the global

distribution of SV and density fluctuation. Figure 3.3 is the sliced distribution within the region

of about 400 comoving Mpc.
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Figure 3.3: Left: The sliced distribution of baryon density fluctuations at z = 20. The simulated
boxsize is 384 comoving Mpc on a side. Right: The sliced distribution of Stream velocity at
z = 20. The color bar shows the magnitude of SV in units of its rms(σvbc). The SV distribution
follows Maxwell-Boltzmann distribution in Figure 3.2. Adopted from Fialkov et al. (2013).

Also, including SV term in the Press-Schehiter function(Press & Schechter 1974) shows that

halo number density is suppressed mostly in Mhalo ∼ 106 M⊙(Tseliakhovich & Hirata 2010).

This halo mass is a typical one for the first star formation (Yoshida et al. 2003) and SV has

been thought to have a crucial impact on the cosmic structure formation in the early universe.

3.1.2 Numerical simulations including stream velocity

In order to examine the effect of stream velocity at high redshift, several hydrodynamical simu-

lations have been performed with incorporating SV. It is shown that SV lowers the gas fraction

in low-mass DM halos and prevents or delays the formation of star-forming clouds (Bovy &

Dvorkin 2013; Fialkov et al. 2012; Greif et al. 2011; Naoz et al. 2012; Schauer et al. 2019; Tseli-

akhovich et al. 2011). For example, Greif et al. (2011) show that the formation of Pop III stars

is delayed by ∆z ≃ 4. Figure 3.4 show the delayed collapse timings due to SV. Also, SV can

increase the virial mass at the collapse phase, as the same as filtering mass (Naoz et al. 2013).
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Figure 3.4: Collapse timing and the virial mass at each collapse redshift. MH-1(blue), MH-2
(green) and MH-3(red) represent three different simulated minihalos. Each lower symbol is the
case with no stream velocity, and the upper one is the case with 1σvbc stream velocity. Adopted
from Greif et al. (2011).

The delay of star formation due to SV realizes different physical conditions than previously

studied (Hirano et al. 2017, 2018; Kulkarni et al. 2020; Latif et al. 2014; Schauer et al. 2021b;

Tanaka & Li 2014). For example, Hirano et al. (2017) find that SV generates strong turbulence

in massive gas clouds and increases Jeans mass as the following equation,

MJ =
π

6

(c2s + v2bc)
3/2

G3/2ρ1/2
. (3.18)

The subsequent collapse proceeds rapidly and has a large accretion rate Ṁ > 1 M⊙/yr, which is

much larger than critical accretion rate of Ṁ = 0.04 M⊙/yr. Finally a supermassive star with

mass over 104 M⊙ can be formed in the cloud center, which ends in direct collapse to become a

seed of a Super Massive Black Hole (SMBH).

Furthermore, the suppression of low-mass halo formation at high redshift due to SV may

change the history of the cosmic reionization and 21 cm signal (Fialkov et al. 2012; Long et al.

2022; McQuinn & O’Leary 2012; Park et al. 2013, 2021; Visbal et al. 2012).

3.1.3 Supersonically Induced Gas Objects (SIGOs)

Intrestingly, the stream velocity suggests a possibility to form peculiar objects in the early

universe. Naoz & Narayan (2014) show that SV introduces a phase shift of baryon and DM

density fluctuations, which leads spatial offsets between them. In such separated baryon density

peak, bayon-dominant object can be formed outside of the DM halos. Figure 3.5 shows the

spatial separation between gas clumps and DM halos at 1σvbc SV as a function of masses of the

gas clumps. We see that s gas clump with mass of M ≤ 106 M⊙ has a larger separation than

the virial radius of the conterpart DM halo.
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Figure 3.5: (top): The spatial offset between gas clumps and DM halos, normalized by the virial
radii of DM halos. Blue and red-doted lines represent 2σ and 3σ density fluctuation cases as
a function of gas clump mass Mb. (bottom): Surviving time scale of gas clumps. Gas clumps
outside (inside) halos may experience evaporation (dynamical friction). The red and blue arrows
show the mass range of gas clumps that survive as long-lived gas clumps. Adopted from Naoz
& Narayan (2014).

Such gaseous objects generated by SV are called Supersonically Induced Gas Objects, short

for SIGOs. They may be a new type of progenitors of primordial star clusters. SIGOs have

already been identified in several recent simulations. For example, Popa et al. (2016) and Chiou

et al. (2018) used hydrodynamical simulations with SV to show that gas-dominated objects are

formed in the early universe. Later, Chiou et al. (2019, 2021) incorporated atomic hydrogen

cooling in their hydrodynamical simulations and showed that a number of dense SIGOs are

formed. However, it remains unclear whether or not, and how, stars are actually formed in

SIGOs.

Molecular hydrogen cooling may play a vital role in the early universe (see section 2.3.2).

H2 cooling can lower the temperature of primordial gas clouds to ∼ 200 K. Gas clouds with the

corresponding Jeans mass of ∼ 1000 M⊙ become gravitationally unstable to collapse further to

form stars (Yoshida et al. 2008). In this thesis, we perform cosmological simulations with SV in

order to study the formation and evolution of SIGOs. We incorporate H2 cooling and examine

if SIGOs can cool and condense to form stars.
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3.2 Methods

3.2.1 Cosmological simulation

We use the cosmological simulation code AREPO (Springel 2010). We first run parent simula-

tions with employing 5123 DM particles with a mass of 1.9 × 103 M⊙ and 5123 Voronoi mesh

cells with a mass of 360 M⊙. The simulation box size is 1.4 cMpc/h on a side. We use a

modified version of the CMBFAST code (Seljak & Zaldarriaga 1996) to generate the transfer

functions for the initial conditions. The transfer function calculations incorporate the first-order

scale-dependent temperature fluctuations (Naoz & Barkana 2005) and the effect of SV. As in

Chiou et al. (2019, 2021), we generate the initial conditions by setting a large density fluctuation

amplitude of σ8 = 1.7. This choice is aimed at simulating a rare, over-dense region in a large

volume where structure forms early.

We run for simulations listed in Table 3.1. “2v” or “0v” represents with/without SV, and

“H2” or “H” denotes whether H2 cooling is turned on/off respectively. For the Run 2vH2

and 2vH, we add a coherent SV with 2σvbc = 11.8 km/s in the +x-direction to the baryonic

component at the initial redshift zini = 200. We run the parent simulations to z = 25.

Run vbc H2 Cooling

0vH2 0 Yes

0vH 0 No

2vH2 2σvbc Yes

2vH 2σvbc No

Table 3.1: Simulation parameters. σvbc is rms of SV and σvbc = 5.6 km/s at zini = 200. Cooling
”No” represents run with only atomic cooling.

3.2.2 Chemistry and cooling

We follow non-equilibrium chemical reactions and the associated radiative cooling in a primordial

gas. We use the chemistry and cooling library GRACKLE(Chiaki & Wise 2019; Smith et al.

2017). The chemistry network includes 49 reactions for 15 primordial species: e, H, H+, He,

He+, He++, H−, H2, H
+
2 , D, D+, HD, HeH+, D−, and HD+. We include H2 and HD molecular

cooling. The radiative cooling rate by H2 is calculated by both rotational and vibrational

transitions (Chiaki & Wise 2019). The initial abundance of each species at zini = 200 is based

on Galli & Palla (2013) as shown in Figure 3.6. All reactions are described in Appendix 6.
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Figure 3.6: Number fraction of primordial chemical species relative to the total number of
baryons as a function of redshift. (left): Abundances of H, D, He, and Li through the cosmo-
logical recombination. (right): Abundances of main molecules and ions for a primordial gas.
Adopted from Galli & Palla (2013).

3.2.3 Definition of SIGOs

We first identify nonlinear objects such as DM halos in essentially the same manner as in Chiou

et al. (2018); Popa et al. (2016). We run a Friends-of-Friends(FOF) group finder with a linking

length of b = 0.2 times the mean particle separation (Dolag et al. 2009). The value of b results in

the enclosed overdensity of ∆ ∼ 180, which is the corresponding overdensity of virialized halos

for spherical collapse model (see section 1.2.3). The smallest DM halos contain typically ∼ 300

DM particles. We also run the FOF finder to the gas components in order to identify “gas-only”

objects that contain over 100 gas cells. The minimum mass of the gas halos and the DM halos

are 3.68×104M⊙ and 6.04×105M⊙ respectively. This threshold excludes small mass halos but

allows us to avoid non-physical numerical effects and to calculate the gas fraction in gas-rich

region with the accuracy of 10-20% (Naoz et al. 2009).

We calculate the gas mass fraction for the identified DM halos and gaseous clouds. Many of

the detected gas clouds are filamentary, and thus it is not appropriate to measure the baryon

fraction assuming spherical symmetry. We adopt an ellipsoid approximation introduced in Popa

et al. (2016). We outline this procedure here for completion. First, for each gas halo/cloud iden-

tified by our FOF finder, we consider an ellipsoidal surface that surrounds all of the constituent

gas cells. Then the major axis of the ellipsoid is reduced by a small amount of 0.5%. We repeat

this procedure until the condition
agas,n
agas,0

>
Ngas,n

Ngas,0
, (3.19)

or Ngas,n/Ngas,0 < 0.8, is met, where agas,0 is the major axis of the original ellipsoid and agas,n is

that of the ellipsoid after the nth iteration. Similarly, Ngas,0 and Ngas,n are the number of gas
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cells. Note that the threshold value of the ratio Ngas,n/Ngas,0 = 0.8 is determined by Popa et al.

(2016), who have analyzed the ellipsoidal shape of SIGOs.

This iterative procedure successively shrinks the long axis of a gas halo while retaining the

high-density region. We then calculate the gas fraction of each ellipsoid as

fgas =
Mgas

Mgas +MDM
(3.20)

where Mgas and MDM are the masses of the gas cells and DM particles within the defined ellip-

soid, respectively. We note that the mass center of a SIGO is taken as the center of its ellipsoid,

whereas Schauer et al. (2021a) take the highest-density point as a center of a gas clump. We

have checked both coordinates of our SIGOs, and have found that the deviation is typically a

small fraction (∼ 0.1) of the size of the ellipsoid.

Finally, we identify SIGOs that satisfy the following two conditions:

(1) The mass center of the gas cells is outside the virial radii of its closest DM halo(s)

(2) there are at least 32 gas cells and the gas mass fraction is greater than 0.6 in each defined

ellipsoid.

We note that the threshold value here is larger than the 0.4 adopted in Chiou et al. (2021).

We have found that, when the critical value is set to 0.4, filamentary structures tend to be

identified as SIGOs, especially in Run 0vH2, and many SIGOs are misidentified. We thus set

fgas,crit = 0.6.

3.2.4 High-resolution simulation with smaller Box Size

We are not able to follow the evolution of SIGOs to z < 25 in our parent simulation. This is

because the gravitational and hydrodynamical time scales become too short in other high-density

star-forming regions in the simulated volume, and the calculations do not proceed.

We thus reconfigure and continue the simulation by ignoring the evolution of the other halos

and gas clouds far from a target SIGO, but with increasing the mass resolution in and around it.

In practice, we cut out a cubic region of 10 physical kpc on a side centered at the SIGO. We then

advance the ”high-resolution” simulation by performing refinement of gas cells to ensure that

the local Jeans length is always resolved with at least 64 cells. The simulation results are shown

in 3.3.4. In both our parent and high-resolution simulations, we do not include a Lyman-Werner

radiation background because the background intensity is expected to be significant only at

z < 15 according to the cosmological simulations of Agarwal et al. (2012).
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Figure 3.7: Overview of a high-resolution simulation. 68 SIGOs are identified in Run 2vH2 and
are shown as red dots. In the further high-resolution simulation, we pick up one SIGO (S1)
which is located in the center of the right panel. We cut off the region around S1 with a side
length of 10 physical kpc.

Furthermore, we can justify the volume by simply examining possible boundary effects. After

the high resolution simulation is initiated at z = 25, the boundary effect (if any) would propagate

toward S1 at the center with soundspeed of a few km /sec. S1 collapses dynamically over a time

of 33 million years (from z = 25 to 21), and any disturbance from the boundary propagates only

∼ 0.1 kpc.

At z = 25, the distance to the neighboring fast contracting halo is 5.18 kpc (the coordinates

relative to S1 are [0.0548, 3.4744, 3.85] (unit is [kpc])). The widest size of the area that was not

affected by other halos in which we are not interested is 10 physical kpc.

3.3 Result

3.3.1 Density distribution for each run

Figure 3.8 shows gas density distribution in the hole boxsize for each run at z = 25. The left two

panels (Run 0vH2 and Run 0vH) do not include SV but the right two panels (Run 2vH2 and

2vH) include SV. The effect of SV is clearly seen as coherent stream features from left to right

in Run 2vH2 and 2vH. Gas is swept away in he direction of SV (+x direction) and small-scale

structure formation is supressed. This result is consistent with that of Schauer et al. (2021a,b).

At z = 25, the number of isolated density peaks with n > 103 cm−3 identified in Run 2vH2,

2vH, 0vH2, 0vH is 831, 642, 2508, 1758, respectively. With SV, there are 68 and 36 SIGOs in

Run 2vH2 and 2vH. SV causes the gas density peaks to move fast with respect to the underlying

DM, and some gas clouds start contracting while being outside of any DM halo. Note also that
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twice as many SIGOs are formed in Run 2vH2 than in Run 2vH case at z = 25. SV causes the

gas density peaks to move fast with respect to the underlying DM, and some gas clouds start

contracting while being outside of any DM halo. Note also that twice as many SIGOs are formed

in Run 2vH2 than in Run 2vH case at z = 25. This is caused by the effective gas contraction

by H2 radiative cooling.

Figure 3.8: The projected gas number density distributions in our simulations, without SV (Run
0vH2, 0vH; left two figures) and with SV (Run 2vH2, 2vH; right two figures). Run 0vH and
Run 2vH do not include H2 chemistry. Each colormap shows a region with a side length and a
depth of 1.4/h comoving kpc. We use the outputs at z = 25.

3.3.2 Evolution of SIGO (S1)

As explained in section 3.2.4, we focus on the evolution of a particular gas cloud ”S1” that is

identified as a SIGO in Run 2vH2 at z = 25. Figure 3.9 represents gas and DM structures

around S1 from z = 31 to z = 25. S1 is located in the center of the right panel as a small gas

clump. S1 is fitted as an ellipsoid and its major axis has a length of 1.15 kpc (see Figre 3.11).

First of all, filamentary DM structures are formed at z = 31 and the corresponding gas

structures are formed with filamentary shape. At this time, SV is flown in the direction of left

to right, which makes gas density peak displaced to right. The value of SV at z = 31 is

vbc ∼ 2σbc,rec
1 + z

1 + zrec
= 1.9 km s−1. (3.21)

As DM large structures evolve, the gas filament starts ”moving back toward” the gravitational

potential of the DM structure from z = 31 to z = 25. Figure 3.10 shows the velocity distribution

of gas filament. The gas filament is compressed from both side; from left velocity due to SV

and from right velocity due to the gravitational potential for DM filamentary structure located

on the left of S1. Intrestingly, gas movement from both directions makes a shock on the gas

filament. Gas tempreature is as high as ∼ 104 K at the shock front. This can be seen in only

runs with SV cases; 2vH and 2vH2.
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Figure 3.9: The projected density distribution of gas and DM around a gas cloud S1 in Run
2vH2. SV works from left to right in each panel. The colormap shows the gas number density
and the countour lines represent the DM mass density. White, pink and red contour lines
indicate 2, 20, 200 times the critical density of the universe, respectively. The black line shows
S1 ellipsoid and the mark X is the mass center of S1. The other gas clump which is located in
the bottom of S1 and has a high density of over 100 cm−3 is named S2. S2 is hosted by the
closest DM halo and identified as a non-SIGO. Each panel shows the region with a side length
of 40 comoving kpc.

At z = 25, there is no obvious DM halos around S1 and te local baryon fraction is fgas = 0.67.

The closest DM halos of S1 is located in the bottom in Figure 3.9, which represents in a red

contour line. The distance between S1 and the closest DM is 1.1 physical kpc, which is over 4

times larger thant the virial radius of the DM halo. S1 has the centrial density of 8.0 cm−3 and

the temperature of ∼ 500 K, which implies that S1 is on the way of contracting by H2 cooling.

In order to see the stability of S1 quantitatively, we calculate the ratio of the enclosed mass

Menc to the Jeans mass,

MJ =
π

6

c3s
G3/2ρ1/2

, (3.22)

where ρ is the density, cs is the speed of sound and G is the gravitatioinal constant. We take

averaged ρ and cs by weighting mass within radius r 2. The right panel of Figure 3.11 shows the

radial profile of S1 at z = 25 and we see that S1 is still Jeans stable at all radii. This result is

consistent with Schauer et al. (2021a), who also find similar gas clumps located outside of their

closest DM halos due to the SV.

Furthermore, the closest DM halo of S1 contains another massive and dense gas clump ”S2”

as indicated in the bottom of Figure 3.9. S2 can contract much faster than S1 due to the

additional gravity from the host DM mini-halo and it has already formed the first unstable

cloud at z = 28 with MJ ∼ 105 M⊙. ngas ∼ 103 cm−3, which is corresponding the primoedial

2Hirano et al. (2017) calculate Jeans mass with including SV as a turbulence term;

MJ =
π

6

(c2s + v2bc)
3/2

G3/2ρ1/2
(3.23)

This is because they focus on gas clouds in the DM halos and SV flows more gas into the DM halo, which leads
turbulence in the cloud. However, SIGO (S1) is not hosted by DM halo, thus SV contributes to the translational
motion of S1. Therefore, we do not include SV term in the equation of Jeans mass.
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gas cloud in 2σ SV case in Hirano et al. (2018)3. The distance between S1 nad S2 is ∼ 30

comomving kpc (Figure 3.9; there is also a separation of ∼ 20 comoving kpc in z direction).

Therefore, radiative feedback effect from S2 is unlikely to affect the star formation in S1 (more

quantitative estimation is described in section3.3.5). Also, the separation does not cause tidal

effect on S1.

Figure 3.10: Temperature distribution and velocity distribution around S1 at z = 25. Colormap
shows the gas temperature distribution and black arrows indicate gas velocity. S1 is located in
the center of the figure as shown in a black ellipsoid and an X mark. One side of length and
depth is 40 comoving kpc.

3.3.3 Comparison with each run

We have checked whether a similar SIGO forms at ot near the same position as S1 in Run

0vH2 and 2vH. Figure 3.12 shows the density distribution for gas (colormap) and DM (coutour

lines) in Run 0vH2, 2vH2 and 2vH at the same redshift z = 25. in the left most panel, Run

0vH2 does not include SV, thus the locatioin of DM filamentary structures and gas filaments

are coincided with each other. However, Run 2vH2 and 2vH include SV and there is an offset

of density peak of DM and gas. The offset delays the gas contraction for small gas clumps. Run

2vH, particularly, has only atomic cooling, which is effective gas with 8000 K (Barkana & Loeb

2001b). Therefore, gas cannot contract to high density and no gas clumps are detected in Run

2vH in the region of Figure 3.12.

On the otehr hand, Run 0vH2 contains H2 cooling, which is an efective coolant for primordial

gas with termparature 200 K ≲ Tgas ≲ a few 1000 K. The molecular cooling forms a gas clump

3When we calculate Jeans mass for non-SIGO, we adopt the equation 3.23, the same as Hirano et al. (2017,
2018).
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Figure 3.11: Left: Color dots indicate the number density of S1. The black arrow is the direction
vector toward the closest DM halo. Right: Ratio of enclosed gas mass to the local Jeans mass
at z = 25. When the curve exceeds Menc/MJ = 1 (a red horizontal line), the gas cloud became
Jeans unstable.

”S3” corresponding to S1 as shown in Figure 3.12. In order to check whether S3 is SIGO or not,

we also calculate baryon fraction (Fbar) of S3 and compare the value with that of S1. Figure

3.13 shows the Fbar radial profiles of S1 and S3 at z = 25, and mean cosmic baryon fraction as

a green line. Fbar of S1 is larger than the cosmic mean fraction in the all radii within ∼ 103 pc.

Fbar of S3, however, is smaller than the mean cosmic baryon fraction in the region of r ≲ 103 pc.

In consequence, S3 is a non-SIGO which is hosted by a DM mini-halo. The physical properties

of S3 is summarized in Table3.2.

From the comparison with Run 0vH2, 2vH2 and 2vH, we conclude that SIGOs are formed

via combined effect of Stream velocity and H2 cooling; SV causes the density offset between DM

and gas, and H2 cools and contracts gas clumps to high densities.

Figure 3.12: The projected density distribution for gas and DM, the same as Figure 3.9. Panels
from left to right indicate the case of Run 0vH2, 2vH and 2vH. S3 in Run 0vH2 is located in
almost the same position as S1. The one side length of each colormap is 40 comoving kpc.
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Figure 3.13: Baryon fraction radial profiles of S1(Run 2vH2) and S3(Run 0vH2) at z = 25. The
horizontal green line shows the cosmic mean values of baryon fraction; Ωb/Ωm = 0.044/0.27 =
0.16. The baryon fraction is calculated as (enclosed gas mass)/(enclosed (DM+gas) mass).

Properties S1 S2 S3

Run 2vH2 2vH2 0vH2
Classification SIGO non-SIGO nonSIGO

Density [cm−3] 7.97 6.89× 103 11.6
Mass [M⊙] 3.8× 105 8.2× 105 1.4× 105

Radius [kpc] 0.20 0.21 0.20
Host DM halo mass [M⊙] - 6.2× 106 8.5× 105

local baryon fraction (fgas) 0.67 0.21 0.18

Table 3.2: Gas clump properties at z = 25. S1 is a SIGO in Run 2vH2, S2 is a non-SIGO which
is the closest clump to S1, and S3 is the corresponding halo to S1.

3.3.4 High-resolution simulation with refinement

As explained in section3.2.4, we perform high-resolution simulation around S1 with gas cell

refinement. Figure 3.14 indicates the further evolution of S1 from z = 25 to z = 21.4, where S1

has reached Jeans instability. The colormap and contour lines indicate gas number density and

DM mass over-density respectively. The distance between S1 and its closest DM halo is over four

times larger than the halo’s virial radius. Figure 3.15 shows various physical properties of S1 at

z = 21.4 as a function of radius. Panel A indicates that S1 keeps a high baryon fraction and it

is even larger than the cosmic mean baryon fraction within r ≲ 200 pc, where the gas density

is over 200 times critical density (Panel D). Panel B shows the ratio of the enclosed gas mass

to Jeans mass and S1 becomes Jeans unstable (the ratio is over 1) at radius r = 50 − 100 pc.

Panel C is a temperature-density phase plot of S1 and it is clear that S1 cools to 200 K via

H2 radiative cooling and becomes Jeans unstable at ngas ∼ 100 cm−3. The H2 mass fraction in

panel E is fH2 ∼ 10−3, which is consistent with the result of Yoshida et al. (2006), who follow
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the chemothermal evolution of primordial gas. Panel F shows the comparison of the speed of

sound and stream velocity and SV is subsonic in cloud S1. We follow further evolution of S1

and find that S1 proceeds the runaway collapse and exceeds the density of ngas = 105 cm−3 at

z = 20.0. The ratio of contraction time (tcont = ρ/ρ̇) to free-fall time tff for S1 is also calculated

and we find that tcont is comparable to tff , and also to H2 cooling time scale.

From the information in Figure 3.14, Jeans mass is calculated as MJ = 5 × 104 M⊙, which

is 50 times larger than that of a typical primordial gas cloud hosted by a DM mini-halo. This

is because the density when S1 becomes Jeans unstable in low (∼ 100 cm−3) owing to slow

contraction of gas-only self-gravity, without DM gravitational potential. The large Jeans mass

is consistent with the mass estimation of Naoz & Narayan (2014) and interestingly comparable

to the conclusion of Peebles & Dicke (1968) who studied the formation of primordial star clusters

that are not hosted by DM halos.

Figure 3.14: The projected density distribution for gas and DM, the same as Figure 3.9. The
left and right panel shows the density distribution of S1 at z = 25 and z = 21.4 respectively.
The projection region has a side length of 1 physical kpc.
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Figure 3.15: Radial profiles of various physical quantities at z = 21.4, when S1 reaches Jeans
instability. Panel A: baryon fraction. A green line indicate cosmic mean baryon fraction
Ωb/Ωm = 0.044/0.27 = 0.16. Panel B: ratio of enclosed gas mass to the local Jeans mass.
A red line indicates Menc/MJ = 1. Panel C: thermal evolution. Panel D: gas number density
divided by the critical density of gas. A red line indicates the gas density is 200 times the critical
density. Panel E: the mass fraction of molecular hydrogen. Panel F: the local speed of sound
(blue), stream velocity at z = 21.4 (orange), and effective speed of sound veff = (c2s + v2bc)

3/2

(green).

3.3.5 Caveats

radiative feedback from neiboring non-SIGO

We examine the possibility that Lyman-Werner radiation from a local source which is located

at 30 ckpc away from S1 following Susa (2007). The effect of the LW radiation can be judged

by comparing two time scales, H2 dissociation time by Lyman-Werner radiation tdis and the free

fall time tff . If tdis = tff , the Lyman-Werner radiation effective quench cooling and collapse of

the gas cloud.

The critical distance where tdis = tff is given by equation (18) of Susa (2007)

Dcr = α× 113 pc

(
LLW

1024 ergs−1

)−1/2 ( nN
103 cm−3

)−7/16
(

T

600 K

)−3/4

, (3.24)

where LLW is the LW luminosity of the source, nN and T are the density and the temperature

of the cloud center. Also, Susa (2007) suggests that α ∼ 0.4 is consistent with the result of its

numerical simulations.

Regarding to S1 at z = 25, nN ∼ 10 cm−3 and T ∼ 500K. Let us assume LLW ∼ 1

in units of 1024 erg s−1. A Pop III star with 120 M⊙ has a luminosity in the LW band of

LLW = 5.34× 1023 erg s−1 according to Schaerer (2002) and Hasegawa et al. (2009). The critical
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distance is then Dcr = α × 0.97 kpc = 0.39 kpc. Thus, we conclude that the Lyman-Werner

radiation from stars formed in the gas cloud which is 30 ckpc (1.2 physical kpc) away from S1

does not affect the collapse of S1.

3.3.6 Comparison with the result of Schauer et al. (2021a)

A recent study by Schauer et al. (2021a) also performs simulation incorporating non-equilibrium

chemical reactions and follows a formation and evolution of SIGOs. They conclude that SIGOs

have a small gas number density of 10 cm−3 and all of them are Jeans stable and do not start

gravitational collapse (Figure 3.16). They calculate the metallicity required to make the gas

clump gravitationally unstable and find that if the gas contains the metal of Z ∼ 10−3Z⊙ it can

be cooled and condensed enough to runaway collapse.

In our study, we perform high-resolution simulations with gas cell refinements after S1 reaches

ngas ∼ 10 cm−3 and that enables us to follow the SIGO’s Jeans instability with H2 cooling. It is

important to calculate the long-term chemo-thermal evolution of gas clouds in order to confirm

that some SIGOs can finally reach the gravitational collapse phase (see the detail in section

3.3.4).

Figure 3.16: Left: Averaged temperature of gas clumps as a function of the averaged gas number
density of clumps. Orange stars indicate SIGOs-like gas-rich objects which have over 40% gas
fraction. Colored dots show non-SIGOs with a color bar of gas fraction. Right: Jeans mass as
a function of mass of gas clumps. A black line represents the threshold where gas clump mass
is equal to its Jeans mass. Green stars indicate SIGOs-like gas objects which exist outside the
half-mass radius of their closest DM halos. Colored dots show non-SIGOs and only high-dense
non-SIGOs (reddish dots) are Jeans unstable. Adopted from Schauer et al. (2021a) and added
captions in the figure.

3.4 Statistics of SIGOs

In section 3.3, we select one SIGO (S1) and follow its formation and evolution until its Jeans

instability. From here, we also follow evolution of other 50 SIGOs identified in Run 2vH2 and

statistics of evolution pathway of SIGOs.
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3.4.1 SIGOs identified at z = 25 in Run 2vH2

We find 68 SIGOs at z = 25 in Run 2vH2 as shown in Figure 3.7. Table 3.3 summarizes

the properties of the 50 SIGOs at z = 25, whose evolutions are further followed. Detailed

evolutions of the gas clumps labeled F1, F2, S1, and S2 are described in Sections 3.5.1, 3.5.2,

and 3.5.3 respectively. Our hydrodynamical simulations show that only 6 cases successfully

collapse to a star-forming SIGO out of the 50 samples. Bar graphs and dashed lines in Figure

3.17 show the evolution of the clump number and maximum density of SIGO candidates and non-

SIGOs respectively. The numbers of both non-SIGO and SIGO-candidate clumps are increasing

monotonically. Also, the SIGOs’ number is 1/10 of that of non-SIGOs (Notice that the vertical

axis is log scale). Regarding the density evolution, we can see that non-SIGO clumps grow

rapidly by being hosted by DM halos. In contrast, the maximum density of SIGO candidate

clumps does not change largely because SIGOs shrink slowly without being hosted by DM halos.

At z = 25, the maximum density for non-SIGOs goes to over 1010 cm−3, on the other hand,

that for SIGOs stays around 10 cm−3 (See also Figure 3.18).

Figure 3.18 shows the relationship between the distance of clumps from the nearest DM

halos and the density of the gas clumps at z = 25. The distance ratio d/R200 is taken as the

vertical axis, where d is a distance between each clump and its closest DM halo (, which is equal

to the distance between the both mass center points) and R200 is the virial radius of the DM

halo. We take the highest density of each gas clumps as the horizontal axis. In the case of

non-SIGOs, the larger the highest density point, the massive and the smaller the distance ratio

non-SIGOs become. Notice that there are some non-SIGO clumps that the distance ratio is

over 1. This is because the FOF algolithm sometimes detects DM halos which are on the way of

merge as one big DM halo. That causes the mass center of a DM halo to be far from the mass

center of gas clumps. However, the non-SIGOs whose distance ratios are over 1 are identified

as “non-SIGO” correctly thanks to the second condition for SIGOs. This FOF tendency is

also seen in Figure 3 of Schauer et al. (2021a). For SIGO candidates, the distance ratios are all

greater than 1 by definition. At z = 25, the highest density does not reach 100 cm−3 for all gas

clumps. (as seen in the T-rho diagram), and these SIGOs do not reach Jeans instability. Also,

the mass is ∼ 105M⊙. This result is in agreement with Schauer et al. (2021a) 4 .

4Caveat to the comparison our results and ones of Schauer et al. (2021a) directly. We use the value of σ8 as
1.8 to see over-density regions, while Schauer et al. (2021a) use σ8 = 0.8.
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Figure 3.17: The evolution of clump number and density. Blue and orange bars represent the
number of non-SIGOs and SIGOs respectively. Blue and orange dashed lines show the evolution
of the maximum density of non-SIGOs and SIGOs. The highest density at each redshift is
averaged with the mass weighting of each gas clump.
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Figure 3.18: Distribution of the distance ratio d/R200 at z = 25 as a function of density. The
color plots represent the mass distribution of each gas clump. Density in the horizontal axis
shows the highest number density of gas clumps. The upper and the bottom panels are for
non-SIGOs and SIGOs respectively.

3.5 Collapse of SIGO candidate clumps

We carry out high-resolution hydrodynamical simulations to follow the subsequent evolution of

the gas clouds that are not hosted by DM halos. The calculations are performed for 50 clumps

out of the 68 samples extracted from our parent simulation. We find 6 ”successful” cases, where

the gas clumps reach Jeans unstable. It is highly expected that stars will be formed in such

a gas cloud. For the other cases, however, the clouds do not collapse, often because the gas

clumps merge with a nearby DM-hosted halo before the cloud collapses. We find there are two

types of hosting paths explained in the following section 3.5.1 and section 3.5.2). We focus on

the evolution of four SIGO candidate clumps, which are listed as F1, F2, and S1 (ID456, ID411,

ID197 in Table 3.3, respectively). F1 and F2 are the failed cases, whereas S1 is successful one.
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Table 3.3: Properties of SIGO candidate gas clumps.

ID Mclump MDM Fbar d/R200 ngas,max

(105M⊙) (105M⊙) [cm−3]

144 5.49 35.65 0.67 1.19 62.52
197 3.80 7.71 0.67 5.12 7.97
215 3.97 361.13 0.77 2.81 12.79
257 2.72 17.41 0.80 1.34 9.28
286 2.23 19.65 0.63 1.36 46.67
306 1.97 35.37 0.72 1.85 9.39
314 1.95 37.16 0.64 1.03 7.04
318 1.88 33.41 0.62 3.92 7.08
338 1.76 6.91 0.96 2.92 6.67
344 1.79 150.83 0.61 2.42 4.73
348 1.66 55.67 0.83 2.75 4.17
349 1.65 6.95 0.66 2.68 4.66
357 1.53 8.81 0.82 6.32 3.70
370 1.58 8.43 0.68 1.13 10.38
378 1.44 84.80 0.62 1.38 7.18
392 1.36 35.13 0.85 1.18 4.33
400 1.33 15.92 0.78 2.49 8.27
406 1.19 7.25 0.65 8.75 3.19
411 1.21 14.41 0.61 2.74 3.80
421 1.14 21.52 0.72 8.29 3.76
456 1.07 361.13 0.69 4.59 7.90
462 1.05 137.64 0.75 1.68 4.61
473 1.10 18.15 0.85 1.11 10.97
480 0.95 18.15 0.62 3.19 4.08
494 0.92 45.07 0.60 5.09 3.56
496 1.02 7.59 0.75 2.76 4.30
509 0.89 328.82 1.00 5.11 3.14
530 0.80 28.91 0.69 2.86 4.44
555 0.77 21.94 0.68 14.41 3.91
561 0.73 25.14 0.64 1.86 4.35
585 0.68 32.86 0.66 2.25 3.87
609 0.65 13.29 0.67 1.71 4.12
616 0.63 6.67 0.64 4.23 2.77
643 0.58 83.17 0.65 4.76 2.13
664 0.60 56.35 0.65 1.75 3.27
667 0.59 12.43 0.73 1.79 3.16
677 0.58 12.93 0.68 9.43 3.81
682 0.54 58.60 0.67 3.78 2.39
692 0.54 9.23 0.77 3.17 3.31
693 0.50 50.09 0.67 1.18 3.86
697 0.52 38.55 0.77 1.64 3.12
698 0.51 18.15 0.86 3.31 5.92
701 0.53 108.15 0.93 2.35 3.60

continues to the next page
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continued

ID Mclump MDM Fbar d/R200 ngas,max

(105M⊙) (105M⊙) [cm−3]

707 0.51 68.80 0.77 1.42 4.93
708 0.49 8.77 0.86 15.22 2.89
713 0.48 16.36 0.79 1.13 2.13
726 0.51 31.48 0.68 1.37 4.88
733 0.50 337.18 0.74 1.27 7.48
736 0.46 64.48 0.69 1.48 2.67

Table 3.3: Note of Table 3.3. Column (1):ID of the SIGO
detected at z = 25. Column (2):Mass of the SIGO candidate
gas clump. Column (3):Mass of the closest DM halo. Col-
umn (4):local baryon fraction. Its definition is explained in
3.2.3. Column (5): the ratio of the distance between SIGO
candidate and its closest DM, and the virial radius of the DM
halo. Column (6):maximum gas density of SIGO candidate
clump.

Table end
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3.5.1 Case F1: Hosted by a nearby large DM halo

F1 is located outside of the closest DM halo at z = 25 as shown in Figure 3.19. However, the

DM halo mass is over ∼ 3× 107 M⊙ and its strong gravitational potential pulls F1. F1 is finally

hosted and becomes Jeans unstable inside the host DM halo at z = 21.9. We see from Figure

3.19 that F1 is stretched toward the closest DM halo. We find ∼60% of SIGO candidates are

finally hosted by this scenario.

Figure 3.19: Time evolution of the F1 halo at z = 25 and 21.9, where F1 becomes Jeans
unstable. Left: projected DM density distribution around F1 normalized by the critical density
of the universe. The color scale represents the DM column density. One side length is 2 physical
kpc. Right: projected gas density distributions around F1. The center of the figure shows F1.
The color scale represents the gas number density.
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3.5.2 Case F2: Hosted by DM halos through merger

We also find that halo merger often cause SIGO candidate halos to be finally hosted by neighbor

DM halos. F2 is also formed from gases flown away outside DM halos by SV. The counterpart

DM halo mass is ∼ 106 M⊙, which is much less than that of host DM halos of F1. However,

several DM clumps start to merge together and become a large DM halo. At the same time, F2

merges with the other gas clumps and is hosted by DM halos at z = 21.8. This merger event

compresses the gas clumps, increases density, and leads Jeans instability. We find ∼ 30% of

SIGO candidates experience the same hosted scenario as F2.

Figure 3.20: Same as Figure 3.19, but the redshift in each figure is z = 25 and 21.8.
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3.5.3 Case S1 : Star-forming SIGOs

S1 is a successful surviving case of SIGOs. At z = 25, the closest DM halo mass is as small as

∼ 7 M⊙ and the distance is over 5 times larger than the virial radius of the DM halo, whose

separation is much larger than that of F1 and F2. S1 reaches Jeans unstable at z = 21.4 as

mentioned in section3.3.4. Figure 3.21 clearly shows that S1 grows independently from DM

halos. We find ∼ 10% of SIGO candidates finally evolve to star-forming SIGOs, which become

Jeans unstable without being hosted by the closest DM halos. Such surviving SIGOs have the

same large Jeans mass of ∼ 5× 104 − 105 M⊙.

Figure 3.21: Same as Figure 3.19, but the redshift in each figure is z = 25 and 21.4, where S1
becomes Jeans unstable. Note that the left figure has one side length of 5 kpc.

Whether SIGOs survive or not is investigated analytically by Lake et al. (2022). We find

that the survival of SIGOs depends on the following timescales; (1) cooling time scale for SIGOs

to cool via molecular hydrogen and to become Jeans unstable (tcool), (2) free-fall(collapse) time

scale (tff) and (3) fall-back time scale to be hosted the closest DM halos (tfall). SIGOs with

tcool < tfall and tff < tfall can form stars outside DM halos.

3.6 Star formation in SIGOs

Further star formation in SIGOs is also studied in Lake et al. in prep (incl. Y. Nakazato).

We find that 8 SIGOs start to form stars and the abundance of such SIGOs is 1 cMpc−3. We

show the evolution of one SIGO from z = 20 to z = 15 in Figure 3.22. The SIGO starts star

formation at z = 22 and it is outside of the closest DM halo until z = 20. At z = 18, the SIGO
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begins to merge with its parent halo and the halo also merge with a massive protogalaxy located

in the bottom-right portion of the middle panel of Figure 3.22. When the SIGO falls into the

protogalaxy, the large gravitational potential of the nucleus of the protogalaxy strips the gas

of the (outer part of) SIGO at z = 15, while the stars remain as a bound cluster. Finally, the

SIGO consists of stars with the stellar mass of 7.3 × 104 M⊙ and evolves as a satellite of the

host galaxy with a mass of 109 M⊙.

Figure 3.22: Projected density distributions around a SIGO at z = 20 (top), z = 18 (middle),
and z = 15 (bottom). Left: A SIGO is signified as a black circle or arrow, and nearby DM halos
are indicated by red circles. Right: Zoomed-in density projections of a SIGO in the center of
the left panels. Black crosses represent stars and gray ellipsoids are ellipsoidal fits to the stellar
distributions. Each colormap shows a region with a side length and a depth of 3 kpc (left) and
10 pc (right), respectively. Adopted from Lake et al. in prep.
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3.7 Discussion and summary

In this Chapter, we perform 3D hydrodynamical simulations including stream velocities (SV)

and follow the formation and evolution of Supersonically Induced Gas Objects (SIGOs). We

find, for the first time, that a SIGO forms under the influence of SV and condenses via H2

cooling enough to become Jeans unstable. The SIGO is expected to undergo runaway collapse

and become a star-forming cloud. We also investigate physical properties of the other 50 SI-

GOs which are located in Run-2vH2 to study statistics. We run additional 50 high-resolution

simulations and examine the rate of SIGOs which collapse without being hosted or swallowed

by the nearby halos. Most of the SIGOs are found to be hosted by the closest large DM halos

(60 %) or by experiencing merger (30 %). Only 10% of SIGOs evolve to Jeans instability without

being hosted nearby DM halos. This is due to the distance between a SIGO and its closest DM

halo and the mass of the DM halo. The relationship between SIGO’s contraction timescale and

fall-back timescale, on which SIGOs fall into the parent halos, is calculated by a recent study

(Lake et al. 2022).

We also follow further evolution of SIGOs to see if they form star clusters. We find that

some SIGOs form stars and are accreted into nearby massive protogalaxies. During the accretion

process, gases in SIGOs are stripped by the potential well of the protogalaxies and the SIGOs

evolve to star clusters with stellar masses of 105 M⊙. The SIGOs exist as a substructure within

the galaxies, which are similar to present-day globular clusters. Proto-globular cluster candidates

at z = 6 have been observed by Vanzella et al. (2017) and recent JWST observations report

star cluster candidates around the lensed clusters SMACS-0723 (Pascale et al. 2022), Abell 2744

(Vanzella et al. 2022a), and Sunrise arc (Vanzella et al. 2022b).

We remark that S1, one SIGO we select, consists of only primordial gas, while observed

globular clusters have some metallicities. Therefore, internal or external metal enrichment is

significant to confirm SIGOs finally have some metals. It is likely that internal enrichment

occurs after Pop-III star formation in S1, and external enrichment can happen from the closest

non-SIGOs (S2). Non-SIGOs evolve much faster than SIGOs because they can contract to high-

density with the help of the gravitational potential of the host DM halos. Such non-SIGOs are

expected to form Pop-III stars early and massive stars will end their lives as supernovae, which

have strong energy enough to enrich gas outside the halo. Further simulations incorporating

the metal enrichment will be carried out in the near future. For the star formation in SIGOs

in section 3.6, we do not include stellar feedback such as radiation and supernovae, which may

give non-negligible effects on morphologies of SIGOs’ star clusters. Future studies will reveal

the kinematics of star-forming phase and metal enrichment inside SIGOs, and finally clarify the

relationship between SIGOs and globular clusters.



Chapter 4

Line emission from galaxies

4.1 Chemical evolution of galaxies

To understand chemical evolution of galaxies, it is crucial to overview the star-forming processes

inside galaxies. Figure 4.1 summarizes the processes.

Figure 4.1: Schematic illustration of metal enrichment in galaxies.

The left path for massive stars may be important in high-redshift galaxies i.e. low-metallicity

environments. This is because stellar mass is thought to scale with cloud mass (Jeans mass),

which is proportional to T
3/2
cloud (see eq. 2.93). Low-metallicity means a small number of coolants,

thus Tcloud is higher than that in higher-metallicity environments.1

Figure 4.2 shows the production timescale for four major elements: oxygen, nitrogen, carbon,

and iron by using single stellar population models. Here we clearly see that the core-collapse

supernovae (CCSN) are dominant during the first 30-40 Myr and produce oxygen and carbon.

About 30 Myrs after the star formation, Type-Ia supernovae start to occur and iron production

1The evolutional paths for high-mass (left) and mid-/low-mass (right) stars are characterized as follows,

• high-mass stars :
Main Sequence → Red Supergiant/ Blue Supergiant/ Luminous Blue Variables/ Wolf-Rayet stars → CCSN

• mid-/low-mass stars:
Main Sequence → Red Giant Branch → Asymptotic Giant Branch → Thermal Pulsing-AGB → Planetary
Nebula/ White Dwarf

57
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is significant. Nitrogen is supplied mainly by AGB stars ∼ 40 Myrs after star formation.

Figure 4.2: Production timescales of metals; oxygen(red), nitrogen(green), carbon(black), and
iron (Fe). Formation and evolution of a single stellar population are assumed. Left: metal pro-
duction rate normalized by 1M⊙ of formed stars. Right: Cumlative production rate normalized
by the current abundance. The model adopts Kropa IMF (Kroupa et al. 1993), solar metallicity,
stellar lifetime model from (Kobayashi 2004), metal release model and delay time distribution
of Type Ia-SNe (Iwamoto et al. 1999; Maoz & Mannucci 2012). Adopted from Maiolino & Man-
nucci (2019).

Metallicity(Z) is determined by the mass of all the metals which are heavier than helium

relative to the mass of baryons as

Z ≡ Mmetal

Mbaryon
. (4.1)

Solar metallicity is Z⊙ = 0.02 (Anders & Grevesse 1989). Metallicity of a star is often expressed

by the abundance ratio of iron and hydrogen;

[Fe/H] = log(MFe/MH)− log(MFe/MH)⊙ (4.2)

= log(NFe/NH)− log(NFe/NH)⊙. (4.3)

For gas-phase metallicity, number ratio of oxygen to hydrogen is often used in the literature;

12 + log (O/H) ≡ 12 + log(NO/NH). (4.4)

The derived abundance is different from simulation to simulation, for instance, 12+log(O/H)⊙ =

8.6 (Asplund et al. 2009) and 8.9 (Woosley & Weaver 1995).

4.2 Star-forming regions in a galaxy

Star-forming regions consist of three main regions; Hii regions, photodissociation regions, and

molecular gas regions as shown in Figure 4.3. Each region mainly consists of ionized hydrogen,

neutral hydrogen atom, and molecular hydrogen. Other heavier elements (metals) are also

found. The emission lines from metals are indispensable to study the characteristic of star-

forming regions. Detailed emission mechanism of metal lines is explained in section 4.3.
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Figure 4.3: Illustration of star-forming regions. Hii region, PDR, and molecular cloud are
located closer to the central stars.

4.2.1 Hii regions

Massive stars such as O-type and B-type stars emit ionizing photons, i.e. hν > 13.6 eV. An

ionized gas surrounds such ionization sources which is called Hii region.

Let us consider the recombination rate by using Nrec [cm−3sec−1]; the number of recombi-

nation per unit volume per unit time.

Nrec = npne⟨σeve⟩ = npneα(T ), (4.5)

where σe is the cross section for electron capture and ⟨σeve⟩ is a velocity-averaged value

⟨σeve⟩ =
∫ ∞

−∞
σef(ve)vedv. (4.6)

Hydrogen is a dominant component and thus np ∼ ne. Eq. 4.5 is re-written

Nrec = α(T )n2e = α(T )x2n2H

(
x ≡ ne

nH

)
, (4.7)

where nH is the total number of hydrogen atoms including both ionized and neutral ones, and

x is the ionized fraction.

Let us assume that the gas is ”optically thick”2, which means no ionizing photons escape

from the nebula, and let us further assume that the above situation is satisfied in a spherical

region with radius RS. Then Nrec is integrated over the sphere, and we obtain the balance

equation as follows,

Q0 =

∫
NrecdV (4.8)

=
4π

3
R3

Sϵx
2n2Hα(T ), (4.9)

where Q0 is the ionizing photon number per unit time emitted from the source stars. In eq. 4.9,

we introduced filling factor ϵ(Gutiérrez & Beckman 2008), which is defined as following

ϵ ≡ (volume occupied by the clumps)

(total volume of Hii region)
. (4.10)

2In this sentence, optically thick globally.
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Real Hii regions do not have perfectly spherical but complex shapes, and consist of highly dense

and fully ionized gas clumps and otherwise nearly empty fields (e.g. Osterbrock & Flather 1959).

Hence ϵ traces inhomogeneous morphologies of Hii regions.

Let us assume that the gas within RS is totally ionized (x = 1) and case B approxima-

tion is valid. A gas is optically thick3 to all Lyman Series photons and ionizing photons with

hν > 13.6 eV. Such photons are immediately absorbed by other atoms nearby (”on-the-spot

approximation”). Then, eq. 4.9 becomes

Q0 =
4π

3
R3

Sn
2
HiiϵαB, , (4.11)

where nHii is the density of Hii region, and αB is effective recombination coefficient for hydrogen

atoms. αB is expressed as

αB

(
H0, T

)
= αA

(
H0, T

)
− α1

(
H0, T

)
(4.12)

=
∞∑
n=2

αn

(
H0, T

)
(4.13)

= 2.6× 10−13

(
Te

104 K

)−0.85

cm3s−1. (4.14)

αn is the recombination coefficient of free-bound transitions toward level n. From eq. 4.11, the

size of Hii region RS is derived as follows;

RS =

(
3Q0

4πn2HiiϵαB

)1/3

(4.15)

= 5.4
( nHii

102 cm−3

)−2/3
(

Q0

5× 1049 s−1

)1/3

pc (for Te = 104 K, ϵ = 1), (4.16)

which is called Strömgren radius.

Ionization parameter U is the ratio of the number of ionizing photons to that of hydrogen

atoms. Ionization parameter quantifies the ionization state in the Hii region, and traces star

formation activity, since ionizing photons are produced by young massive stars. Ionization

parameter is different from place to place, and the volume averaged ionization parameter is

expressed by considering a spherical Hii region with a uniform density (Panuzzo et al. 2003);

⟨U⟩ =
∫ RS

0

U(r)4πr2

4π
3 R

3
S

dr, (4.17)

U(r) =
Q(r)

4πr2nHiic
, (4.18)

where Q(r) is the number of ionizing photons passing through a spherical shell of radius r per

unit time,

Q(r) = #(total ionizing photons from the source)−#(photons absorbed within r) (4.19)

= Q0 −
4π

3
r3n2HiiϵαB. (∵ eq. 4.11) (4.20)

3In this sentence, optically thick locally.
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Substituting eq. 4.11 and Strömgren radius (eq. 4.16) into eq. 4.18, we get

⟨U⟩ =
∫ RS

0

(
Q0

4πr2nHIIc
− rnHIIαBϵ

3c

)
3r2 dr

R3
S

(4.21)

=
3Q0

4πnHIIc

(
4πn2HIIαBϵ

3Q0

)2/3

− nHIIαBϵ

4c

(
3Q0

4πn2HIIαBϵ

)1/3

(4.22)

=
3α

2/3
B

4c

(
3Qϵ2nHII

4π

)1/3

(4.23)

= 1.0× 10−2
( nHii

102 cm−3

)1/3( Q0

5× 1049 s−1

)1/3

(for Te = 104 K, ϵ = 1). (4.24)

The radius which satisfies ⟨U⟩ = U(r) is derived from the equation x3 + (9/4)x2 − 1 = 0, where

x ≡ r/RS. The solution is r ∼ 0.6RS.

4.2.2 Photo dissociation regions (PDR)

Photons with energies below 13.6 eV reach outside Hii region. Hydrogen molecules are photo-

dissociated and exist as neutral hydrogen atoms, and we call such regions photo-dissociation

regions, short for PDR. In PDR, carbon is first ionized (first ionization potential: 11.26 eV)

and oxygen exists as neutral atoms (first ionization potential: 13.62 eV). Fine-structure lines

such as [Cii] 158 µm and [Oi] 63 µm are emitted from PDR and their emissivity depends on

the incident radiation field G within the Habing band (6 - 13.6 eV) and gas number density

n. In reality, these properties have various distributions and Hi gases have two-phase states;

warm neutral medium (WNM, T ∼ 104 K, nH ∼ 0.1 cm−3) and cold neutral medium (CNM,

T ∼ 102 K, nH ∼ 101 − 102 cm−3) as shown in Figure 4.4.

Figure 4.4: Phase diagram in Hi region. Points on the black solid line satisfy radiative equilib-
rium between heating and cooling. Adopted from Wolfire et al. (1995) and added dashed lines
indicating constant temperatures.
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4.2.3 Molecular gas regions

Molecular hydrogen (H2) gas regions exist outside PDR. The gas has highest density (102 −
105 cm−3) and the lowest temperature (a few tens of Kelvin) among the three regions. Under

normal conditions, a molecular gas has a high pressure and contracts self-gravitationally, and can

cause star formation. Due to such low temperature, emission lines from H2 cannot be observed

because its lowest excitation temperature is 512 K. Instead of H2, CO lines are thought to be

good tracers for molecular gas regions.

4.3 Radiation processes

4.3.1 Selection rules and forbidden lines

The emission lines from electric dipole radiation are coined permitted lines, which satisfy the

following selection rules;

1. ∆L = 0, ± 1(but L′ = 0 → L = 0 is forbidden)

2. ∆J = 0, ± 1

3. ∆S = 0,

where L is the orbital angular momentum, S is the spin quantum number, and J is the total

angular momentum, i.e., J = L+S. However, even when transitions by electric dipole radiation

are forbidden, transitions by magnetic dipole or electric quadrupole radiation are permitted.

These transitions can happen in low-density environments, where collisional reverse excitation

is unlikely to occur. The corresponding emission lines are called forbidden lines and are generally

denoted by brackets around the ion, such as [Oiii] or [Cii].

Also, there are the other emission lines coined semi-forbidden lines, which are electric dipole

radiation but with changes of ∆S = ±1. The semi-forbidden lines are denoted by ] around the

ion, such as Ciii].

4.3.2 Collisionally excited line emission and critical density

Collisionally excited line emission such as [Oii] , [Oiii] , and [Nii] is a crucial radiative process.

The abundance of these ions is small relative to hydrogen (eg. NO/NH ∼ 10−3.2, NN/NH ∼
10−4.0 for solar abundance (Grevesse & Sauval 1998). However, their excitation potential of a

few electron Volt can be a dominant radiation in a diffuse nebula. The details are described in

Osterbrock & Ferland (2006); Seaton (1954, 1960).

We consider two-level systems. In Figure 4.5, X21 shows the coefficient from higher level

2 to lower level 1, and A21 [sec−1] is the Einstein coefficient of radiative de-excitation and

q21 [cm−3s−1] is the collisional de-excitation rate per unit time per unit volume.
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Figure 4.5: Transitions through radiation (solid) and collision (dashed) in two-level systems.
n1q12 and A21, n2q21 is excitation and de-excitation rate per unit time, respectively.

We calculate the collision excitation/de-excitation rate q12, q21. The relationship between

q12 and q21 is derived by the principle of detailed balance, which means that an elementary

process such as collisions is in equilibrium with its reverse process in a microscopic system in

thermal equilibrium. In thermal equilibrium,

(the rate of collisional excitation with relative velocities of u1 ∼ u1 + du1)

= (the rate of collisional de-excitation with relative velocities of u2 ∼ u2 + du2).

We can express this by using the collisional cross section σ and Maxwell-Boltzmann velocity

distribution f(u) = 4√
π

(
m
2kT

)3/2
u2 exp

(
−mu2

2kT

)
as follows,

nen1u1σ12 (u1) f (u1) du1 = nen2u2σ21 (u2) f (u2) du2 (4.25)

∴
n2
n1

=
u1du1
u2du2

σ12 (u1)

σ21 (u2)

f (u1)

f (u2)
(4.26)

=
σ12 (u1)

σ1 (u2)

u21
u22

exp
[
− m

2kT

(
u21 − u22

)]
(4.27)

Here, u1 and u2 have the following relationship;

1

2
mu21 = χ+

1

2
mu22, (4.28)

where χ is the excitation potential.

In thermal equilibrium, the Boltzmann distribution between the two levels gives

n2
n1

=
ω2

ω1
exp

(
− χ

kT

)
, (4.29)

where ωi is a statistical weight. From eq. 4.27 and eq. 4.29, we can derive

ω2u
2
2σ21 (u2) = ω1u

2
1σ12 (u1) . (4.30)

When 1
2mu

2
1 > χ, the collisional excitation can occur and its cross section σ12 scales as σ12 ∝ u−2

due to the electronic repulsion as following (Hebb & Menzel 1940),

σ12(u1) =
πℏ2

m2u21

Ω(1, 2)

ω1
, (4.31)
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where Ω(1, 2) is collision strength and is a quantum mechanically determined quantity. The

cross section of collisional de-excitation σ21 is also calculated by eq. 4.30 and eq. 4.31,

σ21 (u2) =
πℏ2

m2u22

Ω(1, 2)

ω2
(4.32)

Finally, the collisional de-excitation rate per unit time per unit volume is

q21 =

∫ ∞

0
u2σ21f(u2)du2 (4.33)

=

(
2π

kT

)1/2 ℏ2

m3/2

Υ(1,2)

ω2

(
Υ(1,2) ≡

∫ ∞

0
Ω(1,2) exp

(
−mv22
2kTe

)
d

(
mv22
2kTe

))
(4.34)

=
8.629× 10−6

T 1/2

Υ(1, 2)

ω2
[cm−3 sec−1], (4.35)

where Υ(1,2) is the averaged collisional strength Ω(1,2). The cross section of collisional excitation

is also calculated in the same way,

q12 =
n2
n1
q21 =

8.629× 10−6

T−1/2

Υ(1,2)

ω1
exp

(
− χ

kT

)
[cm−3 sec−1] (4.36)

Since electrons can be excited by collision4 and be de-excited by collision or radiation, the

balance equations is

nen1q12 = nen2q21 + n2A21 (4.37)

∴
n2
n1

=
neq12

A21

[
1 + neq21

A21

] , (4.38)

The value of A21 is determined by quantum physics, and the value of q12 and q21 is calculated

by eq. 4.36 and eq. 4.35, respectively. When the collisionally de-excitation and radiative de-

excitation occurs at the same rate, the corresponding density is termed critical density;

ncrit ≡
A21

q21
. (4.39)

From eq. 4.38, the emission rate ϵ12 [erg/s/cm3] is

ϵ21 = n2A21hν21 = nen1q12
1

1 +
ne

ncrit

hν21. (4.40)

When the electron density is very low (ne ≪ ncrit), collisional de-excitation can be neglected;

ϵ21 = n2A21hν21 = nen1q12hν21 (4.41)

= nen1ν21
8.629× 10−6

T 1/2

Υ(1,2)

ω1
exp

(
− χ

kT

)
(4.42)

We see that the emission rate is proportional to nen1 in the low density limit, which implies

that ϵ21 becomes maximum around ne = ncrit.

4Electrons are primary collision particles in Hii regions.
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When the electron density is high (ne ≫ ncrit), collisional de-excitation is dominant and eq.

4.40 becomes

ϵ21 = n2A21hν21 (4.43)

= n1
n2
n1
A21hν21 (4.44)

= n1
ω2

ω1
exp

(
− χ

kT

)
A21hν21. (∵ Boltzmann distribution) (4.45)

We see that ϵ12 ∝ n1 at given T , and the emission rate is much smaller than that of low-density

(ne < ncrit) case because n1 ≪ ne.

In reality, ions have several levels. For example, ions whose configurations are 2pq or 3pq (q =

2, 3, 4) have five levels. The thermal equilibrium at level i is

∑
j ̸=i

njneqji +
∑
j>i

njAji =
∑
j ̸=i

nineqij +
∑
j<i

niAij

∑
j

nj = n

 (4.46)

From eq. 4.46, we can derive the critical density for multiple level systems;

nc(i) =

∑
j<iAij∑
j ̸=i qij

. (4.47)

Notice that we have to consider both collisional excitation rates in the multiple systems.

Figure 4.6 shows the emissivity (ϵ) of [Oiii] 5007Åas a function of electron density. The middle

panel indicates ϵ ∝ n2e (ne) for low(high)-density limit as shown in eq. 4.42 and eq. 4.45.

The volume of Hii region satisfies V ∝ n−2
e and the total luminosity decreases as L ∝ n−1

e for

high-density limit.

Figure 4.6: (left) cooling rate of [Oiii] 5007 Å, (middle) emissivity of [Oiii] 5007 Å. Emissivity
is calculated from ϵ = nenO++Λ by assuming nO++ = 10−4ne. (right) total luminosity of
[Oiii] 5007Å from Hii region. Luminosity is calculated from L = ϵ × V = ϵ × Q0/(n

2
eαB) by

assuming Q0 = 5×1049 [/s]. The dotted vertical lines represent the critical density of [Oiii] 5007
Å.

Table 4.1 shows the critical density and excitation temperature of emission lines which are

especially important in a diffuse nebula. The ion whose ionization potential (Eion) is larger than
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13.6 eV exists only in Hii regions, and collides with free electrons. The ion whose ionization

potential is lower than 13.6 eV can exist both in Hii region and PDR and collides with free

electrons and neutral hydrogen atoms, respectively. Notice that [Sii] 6717Å and 6731Å have

lower ionization potential but have high excitation temperature of Texc > 104 K, which suggests

the lines are emitted from (the edge of) Hii region rather than PDR. On the other hand,

[Cii] 158µm has also lower ionization potential and low excitation temperature of ∼ 100 K,

which makes [Cii] 158µm originate from both Hii region and PDR.

Table 4.1: Properties of significant forbidden lines from Hii regions. ’config’: electron config-
urations, Eion: ionization potential, necrit: critical density with colliders of electrons (hydrogen
atoms) at the temperature of 104 K. Texc: excitation energy from the ground state (≡ Ej0/k).
Values are adopted from Osterbrock & Ferland (2006) and Draine (2011).

ion config Eion[eV] transition (u− l) wavelength Texc[K] necrit
[
cm−3

]
Cii 2p1 11.3 2P3/2 −2 P1/2 158 µm 91.2 50

Nii 2p2 14.5 3P2 −3 P0 122 µm 188 310
3P1 −3 P0 205 µm 70 80
1D2 −3 P1 6548 Å 2.20× 104 6.60× 104
1D2 −3 P2 6584 Å 2.20× 104 6.60× 104

Niii 2p1 29.6 2P3/2 −2 P1/2 57 µm 302 1.50× 103

Oii 2p3 13.6 2D5/2 −4 S3/2 3727 Å 3.86× 104 3.40× 103

2D3/2 −4 S3/2 3729 Å 3.86× 104 1.50× 104

Oiii 2p2 35.1 3P2 −3 P1 52 µm 441 3.60× 103
3P1 −3 P0 88 µm 163 5.10× 102
1S0 −1 D2 4363 Å 6.12× 104 2.78× 107
1D2 −3 P1 4959 Å 2.91× 104 6.80× 105
1D2 −3 P2 5007 Å 2.91× 104 6.80× 105

Neiii 2p4 41 1S0 −1 D2 3343 Å 8.02× 104 1.37× 108
1D2 −3 P1 3968 Å 3.72× 104 9.50× 106
1D2 −3 P2 3869 Å 3.72× 104 9.50× 106

Sii 2p3 10.4 2D5/2 −4 S3/2 6717 Å 2.14× 104 1.57× 103

2D3/2 −4 S3/2 6731 Å 2.14× 104 1.49× 104

Siii 2p2 23.3 3P2 −3 P1 18 µm 1.20× 103 1.31× 104
3P1 −3 P0 33µm 429 4.22× 103
1S0 −1 D2 6312 Å 3.91× 104 1.52× 107

4.4 Nebula diagnostics by line ratios

The emission rate of the transition j → i (j > i) is

ϵji = EjiAjinj (4.48)

Aji =
1

(2Lj + 1) (2Sj + 1)

∑
Jj ,Ji

(2Jj + 1)A (Lj , Sj , Jj → Li, Si, Ji) , (4.49)

where Aji is averaged over initial J-levels and summed by final J-levels.
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4.4.1 Te estimation

Hydrogen recombination lines have little dependence on electron temperature Te but depend on

cascade, i.e., Einstein coefficient. Table 4.2 shows emissivities of hydrogen spectrum relative to

Hβ.

Table 4.2: Hydrogen emission line intensities relative to Hβ described as X/Hβ ≡ jX/jHβ. We
assume Case B approximation and low density limit. Values are adopted from (Osterbrock &
Ferland 2006).

Temperature [K] 2,500 5,000 10,000 20,000

4πjHβ/(nenp)
[erg/s/cm3]

2.70× 10−25 1.54× 10−25 8.30× 10−26 4.21× 10−26

Lyman series Lyα/Hβ 33 32.5 32.7 34

Balmer series Hα/Hβ 3.42 3.1 2.86 2.69
Hγ/Hβ 0.439 0.458 0.47 0.485
Hδ/Hβ 0.237 0.25 0.262 0.271

Paschen series Pα/Hβ 0.684 0.562 0.466 0.394
Pβ/Hβ 0.267 0.241 0.216 0.196

Instead of hydrogen lines, metal forbidden lines are useful to examine Te of a Hii region.

Estimating Te is crutial for estimating metallicity, as explained in section 4.4.3. The electron

temperature is calculated by line ratio of the same ions with different levels and we derive Te

based on Seaton (e.g. 1954, 1960).

The electron configurations of ions are 2pq or 3pq (q = 2, 3, 4) and let us denotate n = 3, 2, 1

as shown in Figure 4.7.

Figure 4.7: [Oiii] energy diagram. Blue, green and red arrows indicate UV, optical and FIR
emission lines, respectively. [Oiii] 4931Å is emitted only by an electric-quadrupole transition
and its emission is weak.

In equilibrium, the number of ions entering level n is the same as the number of ions leaving
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as follows

(n = 2) n1q12 + n3 (A32 + C32) = n2 (A21 + C21 + C23) (4.50)

(n = 3) n1C13 + n2C23 = n3 (A31 +A32 + C31 + C32) . (4.51)

Cji is a collision rate per unit time,

Cji ≡ neqji, (4.52)

and qji is the collision rate per unit time per unit volume as derived in eq. 4.35. Eliminating n1

from eq. 4.50 and eq. 4.51, we obtain

n2
n3

=
C12

C13

{
(A31 + C31) + (A32 + C32) [1 + C13/C12]

(A21 + C21) + (C12C23/C13) [1 + C13/C12]

}
. (4.53)

From eq. 4.52, eq. 4.35, we get

C13

C12
=
neq13
neq12

=
Υ(1,3)

Υ(1,2)
exp

(
−E32

kT2

)
. (4.54)

In the low-density limit, we can neglect collisional de-excitation from n = 3;

Υ(1,3)

Υ(1,2)
≪ 1, A31 ≫ C31, A32 ≫ C32 (4.55)

∴
C13

C12
≪ 1. (4.56)

Then we can simplify eq. 4.53 as

n2
n3

=
C12

C13

{
A31 +A32

A21 + C21 (C31 + C32) /C31

}
. (4.57)

Finally, the line ratio ϵ21/ϵ3i is derived by using eq. 4.57,

ϵ21
ϵ3i

=
E21A21n2
E3iA3in3

=
E21A21

E3iA3i

C12

C13

{
A31 +A32

A21 + C21 (C31 + C32) /C31

}
(4.58)

=

[
E21

E3i

Υ(1,2)

Υ(1,3)
exp

(
E32

kTe

)
A31 +A32

A3i

]
1

1 + C21
A21

C31+C32
C31

(4.59)

= [ same ]
1

1 + ne
A21

q21(q31+q32)
q31

(4.60)

= [ same ]
1

1 + ne

T 1/2

Υ(1,2)

A21ω2

(
Υ(3,1)+Υ(3,2)

Υ(3,1)

) (4.61)

=
K1 exp

(
E32
kTe

)
1 +K2

ne

T
1/2
e

(4.62)

For [Oiii] line ratio for i = 2, we can calculate K1,K2, E32 as given in Table 4.3.

ϵ21
ϵ32

=
j4959 + j5007

j4363
=

7.90 exp
(
3.29× 104/Te

)
1 + 4.5× 10−4ne/T

1/2
e

(4.63)
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Table 4.3: Values of K1,K2, E32 for line ratios of [OIII], [NII], [NeIII], [SII], adopted from
Osterbrock & Ferland (2006).

ion λ21 [Å] λ32 [Å] K1 K2 E32/k

[Oiii] 4959+5007 4363 7.90 4.5× 10−4 3.29× 104

[Nii] 6548+6583 5755 8.23 4.4× 10−3 2.50× 104

[Neiii] 3869+3968 3343 13.7 3.8× 10−5 4.30× 104

[Siii] 9532+9069 6312 5.44 3.5× 10−4 2.28× 104

Other ions NII, NeIII and SIII have same electron configuration of np2, thus their line ratios

also trace electron temperature. The values of K1,K2, E32 are tabulated in Table 4.3.

Figure 4.8 shows the line ratio for each ion as a function of Te at ne = 100 cm−3.

Figure 4.8: Line ratio as a function of electron temperature with the electron density of ne =
100 cm−3.

4.4.2 Density estimation

The electron density ne is calculated by the line ratio of the same ion with the same lower state,

i.e., having only a different spin state.
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Figure 4.9: The first five energy diagram of Oii and Sii, which have np3 configuration. Note
that only the main optical emission lines are drawn as green arrows.

Figure 4.9 shows that the energy levels of upper state D3/2 and lower state D5/2 are almost

the same and have little temperature dependence because their exciting energy is very close.

However, they have different critical densities. Therefore, the line ratio is a good tracer of

electron density. Notating D3/2, D5/2, S0 as 3, 2, 1, and using eq. 4.40, we can write the line

ratio as 5

j21
j31

=
ϵ21
ϵ31

=
q12hν21

1 + ne
ncrit,21

1 + ne
ncrit,31

q13hν31
(4.64)

=
q12ν21ncrit,21
q13ν31ncrit,31

· ncrit,31 + ne
ncrit,21 + ne

(4.65)

≡ a
b+ ne
c+ ne

(4.66)

The electron density is expressed by using the line ratio R ≡ j21
j31

and a, b, c defined in eq. 4.66,

ne(R) =
cR− ab

a−R
. (4.67)

In the case of low-density limit, the ratio becomes

j21
j31

=
ϵ21
ϵ31

(4.68)

∼ q12hν21
q13hν31

(4.69)

=
ω2

ω1
exp

(
−E21

kT

)
E21

ω1

ω3
exp

(
+
E31

kT

)
E31 (4.70)

=
ω2

ω3
exp

(
E32

kT

)
E21

E31
∼ ω2

ω3
(4.71)

where ωi is a statistical weights at level i and the last approximation is from the assumption of

E32 ≪ kT and E32 ≪ E21. This is because q12 and q13 have almost same collisional strength

5In these D3/2 − S0, D5/2 − S0 transitions, we can treat them as two-level systems.
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Υ(1,2) ∼ Υ(1,3) and excitation energy E12 ∼ E13. For [Oii] lines, low-density limit makes the

ratio
jλ3729
jλ3726

→ 1.5. (low density limit) (4.72)

In the case of high-density limit (ne → ∞), the ratio becomes

j21
j31

→ q12ncrit,21
q13ncrit,31

(4.73)

=
q12
q21

q31
q13

A21

A31
(4.74)

=
n2
n1

n1
n3

A21

A31
(∵ eq. 4.36) (4.75)

=
ω2

ω3

A21

A31
. (4.76)

The last term is from Boltzman distribution in thermal equilibrium (eq. 4.29 ). For [Oii] line,

we obtain
jλ3729
jλ3726

→ 3

2

3.6× 10−5

1.6× 10−4
= 0.34. (high density limit) (4.77)

Figure 4.10 shows the [Oii] and [Sii] line ratio as a function of electron density.

Figure 4.10: Line ratio as a function of electron density at Te = 104 K.

[Oiii] 52, 88 µm line ratio is also a useful indicator of electron density. Notating the electron

configuration 3P2,
3P1,

3P0 as 2, 1, 0, the [Oiii] line ratio is written by using eq. 4.40,

j52
j88

=
j21
j10

=
n2A21hν21
n1A10hν10

(4.78)

We have to n2
n1

by considering three-level systems neglecting population of the fine-structure

levels by radiative de-excitation from higher terms as shown in Figure 4.11.
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Figure 4.11: Transition through radiation (solid) and collision (dashed) in three-level systems.

The number of ions entering and leaving from level n (n = 2, 1) in equilibrium is written as

the same as eq. 4.50 and eq. 4.51,

(n = 2) C02n0 + C12n1 = (C20 +A20 + C21 +A21)n2 (4.79)

(n = 1) C01n0 + (C21 +A21)n2 = (C10 +A10 + C12)n1 (4.80)

Eliminating n0 from the above two equations, we get

n2
n1

=
C02 (C10 +A10) + C02C12 + C12C01

C01 (C20 +A20) + C01 (C21 +A21) + (C21 +A21)C02
. (4.81)

In eq. 4.78, in the case of low-density limit, we can neglect O(C2),

n2
n1

∼ C02A10

C01 (A20 +A21) +A21C02
∼ C02A10

(C01 + C02)A21
(∵ A20 ≪ A21). (4.82)

Therefore,

j52
j88

=
j21
j10

∼ C02A10

(C01 + C02)A21
· A21hν21
A10hν10

(4.83)

=
q20e

−E21/kT

q10 + q20e−E21/kT
· E21

E10
. (low density limit) (4.84)

In the case of high-density limit, the system becomes thermalized and the level population

follows Boltzmann distribution
n2
n1

=
g1
g2
e−E21/kT . (4.85)

The emission line ratio is

j52
j88

=
j21
j10

∼ g2
g1
e−E21/kT A21E21

A10E10
. (high density limit) (4.86)

Collisional exciting and de-exciting rate Cij (i > j), Cji scales with ne/T
1/2
e × exp(−Eji/kTe)

and ne/T
1/2
e , respectively. Therefore, the line ratio of [Oiii] 52µm and 88µm can be described

as a function of ne T
−1/2
4 as shown in Figure 4.12.
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Figure 4.12: Line ratio [Oiii] 52µm /88µm as a function of ne T
−1/2
4 with different electron

temperatures of Te = 104 (solid), 2× 104 (dashed), and 3× 104 K (dotted).

4.4.3 Metallicity estimation

Te direct method

Oxygen atoms are ionized in Hii region and the oxygen abundance relative to hydrogen is

expressed as
O

H
=

O+

H+
+

O++

H+
. (4.87)

O++

H+ is obtained from line ratio of [Oiii] and Hβ. We calculate emissivity of [Oiii] 5007, 4959Å

by using eq. 4.42,

ϵλ5007 + ϵλ4959 =
4

3
ϵλ5007 =

4

3
nen2q32hν32 ∝ nen(O

++)T−1/2
e exp

(
−E32

kTe

)
, (4.88)

where ϵλ5007 : ϵλ4959 = 3 : 1 from quantum physics. The emissivity of Hβ is written as

ϵHβ = ne np α
eff
Hβ EHβ ∝ nen(H

+)T−1
e . (4.89)

Therefore,
ϵλ5007 + ϵλ4959

ϵHβ
= C1

n(O++)

n(H+)
T 1/2
e exp

(
−E32

kTe

)
, (4.90)

where coefficient C1 is determined quantum mechanically and its temperature dependence is

generally small.

The abundance ratio O+

H+ is obtained in the same way;

ϵλ3726 + ϵλ3729
ϵHβ

= C2
n(O+)

n(H+)
T 1/2
e

[
exp

(
−Eλ3726

kTe

)
+ exp

(
−Eλ3729

kTe

)]
. (4.91)
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From eq. 4.90 and 4.91, we can derive oxygen abundance relative to hydrogen

O

H
=
ϵλ3727
ϵHβ

×D1(Te) +
ϵλ5007 + ϵλ4959

ϵHβ
×D2(Te), (4.92)

where Te is determined directly as described in section 4.4.1. However, auroral line [Oiii] 4363

Åcan be emitted only at high electron temperature, it is difficult to detect the line and estimate

Te.

Strong-line method

Instead of direct Te method, strong line method combining strong lines of [Oiii] , [Oii] , Hβ, or

combining strong lines of [Nii] and Hα can be used.

We take the strong line relative to Hβ defined as

R23 ≡
[Oii] λ3727 + [Oiii] λ4959,5007

Hβλ4861
. (4.93)

It is empirically known that R23 depends on gas-phase metallicity as shown in the left of Figure

4.13 (e.g. Curti et al. 2017, 2020; Maiolino et al. 2008; McGaugh 1991; Nagao et al. 2006; Pagel

et al. 1979). Notice that R23 is a two-valued function of metallicity. Also, R23 can be easily

affected by dust extinction and its correction is important.

The other strong line [Nii] 6584Å is also useful as a metallicity indicator,

N2 ≡ [Nii] λ6584
Hαλ6563

, (4.94)

which is useful because [Nii] and Hα are close in wavelength and dust extinction does not quite

affect the line ratio, and it is a single value function of metallicity as shown in the right of

Figure 4.13. It is known that [Nii] is too weak to be observed for low-metallicity environments,

since the main nitrogen source is AGB stars, which contribute after 40 million years after star

formation as explained in section 4.1.

Figure 4.13: The flux ratio of R23 and N2 as a function of gas-phase metallicity. Green stars
shows individual galaxies and colored circles are stacked galaxies. The blue lines in each panel
are fitting lines to the data points. Adopted from Curti et al. (2020).
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4.5 Observation of high-redshift galaxies

4.5.1 Dropout method

Dropout method is commonly used for detecting high-redshift galaxies using photometric data.

Star-forming galaxies emit UV continuum, but photons with λrest < 912Å are absorbed when

neutral hydrogen atoms exist in the IGM 6. Galaxies detected by this method are termed Lyman

Break Galaxies (LBGs). LBGs at z ∼ 3 are firstly detected (Steidel et al. 1996, 1995). Following

observations have detected z ∼ 6 − 7 LBGs (e.g. Bouwens et al. 2010). After selecting high-

redshift galaxy candidates by Lyman break method, the accurate redshift is determined by

follow-up spectroscopic observations. LBGs at z ≲ 7 tend to emit strong Lyman-α and such

galaxies are called Lyman Alpha Emitters (LAEs). Spectroscopic observations for LBGs have

also been performed to detect Lyα emission line.

However, the cosmic reionization is on-going at z ≳ 8 and Lyman-α photons are scattered by

neutral hydrogen atoms in inter-galactic medium (IGM). Currently, the most distant galaxies

detected by Lyα is located at z = 8.78 (GN-z10-3 Laporte et al. 2021), and no galaxies at z > 9

have been observed by Lyα 7. Using other emission lines is promising to detect galaxies at z ≳ 8.

4.5.2 Detection of z ∼ 6− 9 galaxies by ALMA

Atacama Large Millimeter/submillimeter Array (ALMA) can detect rest-frame FIR emission

lines. As explained in section 4.2.2, [Cii] 158µm (2P3/2 →2 P1/2) line originates from Hii region

and PDR, and is expected to be a good tracer of star-forming regions in high-redshift galaxies.

However, [Cii] is not detected in bright LAE (Ota et al. 2014; Ouchi et al. 2013; Schaerer et al.

2015), which implies that characters of ISM may be quite different from that of local ones. Some

simulations and ISM models suggest that [Cii] emission may decrease owing to low metallicity

ISM, excitation by high CMB temperature, and low-density PDR generated by stellar feedback

(Pallottini et al. 2017a,b; Vallini et al. 2013, 2015), but all of them have not been established.

[Oiii] 88µm is emitted from Hii regions and is known as one of the strongest FIR emission

lines. [Oiii] lines in local low-metallicity dwarf galaxies are stronger than [Cii] line (Cormier et al.

2012; Madden et al. 2013), which suggests that high-redshift galaxies with low-metallicities can

also be bright [Oiii] emitters (Inoue et al. 2014). A qualitative explanation for [Oiii] increase in

the low-metallicity environment is the following; cooling of gas is inefficient in low-metallicity

environments. Jeans mass of a star-forming cloud is large and massive stars tend to be born as

explained in section 4.1. Massive stars have a short life of a few - 40 Myrs and end in Type-II

SNe. The dissipated metals by Type-II SN contain large amounts of Oxygen (Woosley & Weaver

1995) as shown in Figure 4.2.

[Oiii] 88µm emission line from a galaxy at z = 7.2 is first detected by ALMA (Inoue et al.

2016), and since then, other galaxies have been detected by [Oiii] 88µm (Carniani et al. 2017;

6UV continuum at wavelengths shorter than the Lyman break is strongly absorbed by the IGM. The wavelength
of Lyman break is in the range of 912 Å and 1216 Å(Lyα).

7There is a Lyα detection with significance with 4σ in the galaxy MACS1149-JD1 at z = 9.1 (Hashimoto et al.
2018).
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Harikane et al. 2020; Hashimoto et al. 2018, 2019; Inoue et al. 2016; Laporte et al. 2017; Tadaki

et al. 2022; Tamura et al. 2019; Witstok et al. 2022; Wong et al. 2022).

4.5.3 Latest observation by JWST

James Webb Space Telescope was launched on December 25th, 2021 and the first images were

published on July 12th, 2022. Most distant galaxy candidates are detected by NIRCam, and

their redshifts are (will be) determined by spectroscopic observation with NIRSpec (and also by

ALMA).

NIRCam observation

Galaxy candidates are selected by dropout method as explained in section 4.5.1. Figure 4.14

shows a set of model SEDs of high-redshift galaxies at z = 7 − 10. The SED has the Lyman

break at ∼ 1216 Å in the rest-frame 8.

Figure 4.14: SED models for galaxies. Blue, red, orange, and purple lines indicate galaxy SEDs
at z = 7, 8, 9, 10, respectively. Colored areas show photometric bands for NIRCam and MIRI.
The clear flux drop at observed wavelength of λ ∼ 1 µm is Lyman break. Adopted by Bisigello
et al. (2017).

Figure 4.15 shows color-color diagrams for galaxies at z ∼ 9, 12, 17 identified by Lyman

break. As shown in Figure 4.14, the dropout filter is different at different redshift. For example,

z ∼ 9 galaxies show Lyman break in their SED between F115W-F150W.

8Some SEDs with mature stellar age have Balmer breaks at ∼ 4000Åin the rest-frame.
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Figure 4.15: Two color diagrams for selection of galaxies at z ∼ 9 (left), z ∼ 12 (middle), and
z ∼ 17 (right). Each vertical axis detects Lyman break at each redshift. High-redshift objects
are distinguished by a red line, which is drawn to avoid interlopers such as local galaxies and
dwarf stars. Adopted from Harikane et al. (2022a).

Notice that the photometric redshift estimation may contaminate low-redshift galaxies.

There can be possibilities that the dropout is not originated from a Lyman break but a Balmer

break of low-redshift galaxies as shown in Figure 4.16.

Figure 4.16: (top) NIRCam images of galaxy GL-z9-1. There appears to be a drop at F115W.
(bottom) SED fitting to a z ∼ 9 galaxy candidate. The blue (gray) line indicates a SED model
for a z ∼ 9 (z ∼ 2.5) galaxy assuming the dropout originates from Lyman (Balmer) break.
Adopted by Harikane et al. (2022a) and added some captions.

So far, JWST have discovered bright galaxy candidates at unprecedentedly high redshifts

of z > 9 by NIRCam (e.g. Castellano et al. 2022; Donnan et al. 2022; Finkelstein et al. 2022;
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Harikane et al. 2022a; Naidu et al. 2022). For instance, Harikane et al. (2022a) detect 25 galaxy

candidates at z > 9 which are bright in UV (MUV ≳ −21).

Figure 4.17: Absolute UV magnitude for galaxies at z = 6 − 17. Galaxies with red diamonds,
red open circles, gray symbols are selected by NIRCam Images, and by a combination of Spitzer
and ground-based telescope, HST images, respectively. GNz-11 is the farthest confirmed galaxy
(Jiang et al. 2021; Oesch et al. 2016). Adopted from Harikane et al. (2022a).

In order to determine the redshift accurately, spectroscopic observations are required. In the

JWST Cycle 1, several observation results of NIRSpec have been published (Curti et al. 2022;

Roberts-Borsani et al. 2022; Schaerer et al. 2022; Williams et al. 2022).

NIRSpec observation

JWST NIRSpec can observe rest-frame optical emission lines from high-redshift galaxies. Figure

4.18 shows the spectrum of z = 8.5 galaxy (Carnall et al. 2023; Curti et al. 2022; Heintz et al.

2022; Katz et al. 2022; Schaerer et al. 2022; Trump et al. 2022). Several rest-frame optical

lines are detected clearly, especially [Oiii] 5007 Å, 4959 Å, Hβ, and [Oiii] 3727 Å. Surprisingly,

[Oiii] 4363 Å is also detected, which enables us to estimate electron temperature in the nebula

by direct method as explained in section 4.4.1.
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Figure 4.18: 2D (top) and 1D (bottom) spectrum of a z = 7.6 galaxy observed by JWST
NIRSpec. Adopted by Schaerer et al. (2022).

Rest-frame optical lines detected by NIRSpec not only determine the accurate redshift but

also allow estimating the fundamental physical properties of galaxies such as the ISM temper-

ature, density, and metallicity. Rest-frame optical lines from low-redshift galaxies have already

been observed by HST, and physical properties have been studied using emission line ratios (e.g.

Maiolino et al. 2008).

4.5.4 Synergy of JWST and ALMA

For the galaxy candidates introduced in section 4.5.3, several follow-up ALMA observations have

attempted to detect FIR emission lines such as [Oiii] 88µm and [Cii] 158 µm , which ended in

reporting detections with significance with less than 4σ (Bakx et al. 2022; Fujimoto et al. 2022;

Kaasinen et al. 2022; Popping 2022; Yoon et al. 2022). Figure 4.19 shows all of the galaxies

at z = 6 − 9, where detection of [Oiii] 88µm has been confirmed. Three galaxy candidates at

z > 10 are observed with only upper limit detection of [Oiii] 88µm . In comparison with local

galaxies, high-redshift galaxies tend to emit stronger [Oiii] lines.
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Figure 4.19: The [Oiii] 88 µm luminosity versus SFR for observed galaxies at z > 9 (blue),
z = 8 (orange), z = 7 (green), and z = 6 (gray). For comparison, we show the [Oiii] -SFR
relation derived from observations of local galaxies by De Looze et al. (2014). Galaxies at
z > 9 from Hashimoto et al. (2018)(MACS1149-JD1), Bakx et al. (2022)(GHZ2), Yoon et al.
(2022)(GHZ1), and Harikane et al. (2022b). z ∼ 8 galaxies from Laporte et al. (2017)(A2744-
YD4) and Tamura et al. (2019)(MACS0416-Y1). z ∼ 7 galaxies from Inoue et al. (2016)(I16),
Hashimoto et al. (2019)(H19), Carniani et al. (2017)(C17), Wong et al. (2022)(WG22) and
Witstok et al. (2022)(WT22). z ∼ 6 galaxies from Harikane et al. (2020).

For the upcoming observations to be conducted by JWST, it is urgently needed to study the

population of high-redshift galaxies with high resolution in a fully cosmological context. In the

following, we use the outputs of FirstLight simulation (Ceverino et al. 2017). The simulation

suite is motivated to produce a statistically significant number of galaxies with very high reso-

lution at the epoch of reionization. Thanks to the mass and volume complete sample of more

than 60 massive galaxies and to the high-resolution of ∼ 20 pc, we can investigate the internal

structure as well as statistics of the high-redshift galaxies.



Chapter 5

Simulations of high-redshift [OIII]
emitters: Chemical evolution and
multi-line diagnostics

5.1 FirstLight simulation

We use mass-selected galaxy samples selected from the FirstLight simulation suite (Ceverino

et al. 2017). The simulations are performed with ART code(Ceverino & Klypin 2009; Ceverino

et al. 2014; Kravtsov 2003; Kravtsov et al. 1997), which follows gravitational N -body dynamics

and Eulerian gas dynamics using an adaptive mesh refinement (AMR) method. Besides gravity

and hydrodynamics, the code incorporates astrophysical processes relevant to galaxy formation.

First of all, DM-only simulations are conducted with a low-resolution of 1283. The cosmolog-

ical simulations are performed from z = 150 to z = 5 in a cosmological volume of 40 Mpc/h box

on a side. Massive dark halos are selected that have maximum circular velocity (Vmax) higher

than 178 km/s at z = 5. After the host haloes are selected in a low-resolution N -body only

simulation, refined initial conditions are generated using a standard zoom-in technique(Klypin

et al. 2011). The refinement sets the dark matter particle mass of mDM = 8× 104 M⊙, the min-

imum star particle mass of 103 M⊙ as shown in Figure 5.1, and the maximum spatial resolution

achieved is 17-32 proper parsec depending on the refinement level, with the effective resolution

of 81923.

81
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Figure 5.1: The star particle mass distribution for a one galaxy sample (FL964) at z = 7. Blue,
red-dotted, and orange histograms represent the initial, current, and younger than 10 Myr stellar
particle distributions, respectively. Current stellar particles have experienced mass-loss events.
We select stars within a rectangular region of 0.3 Rvir on a side.

Figure 5.2: Cumulative distribution of stellar mass for massive galaxy samples (Vmax >
187 km/s) in FirstLight simulation. Dashed lines are results from Moriwaki et al. (2018) (purple
and green), a green dotted line and a yellow dashdot line are results from SERRA simulation
(Pallottini et al. 2022) and SÍGAME simulation Olsen et al. (2017), respectively. Each color
represents different redshifts.

Figure 5.2 shows the cumulative stellar mass distribution for 62 massive galaxies at z = 6−9

in our high resolution simulation. For comparison, we plot the stellar distribution from other
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simulations, which have calculated [Oiii] emission lines for their galaxy samples and shown

the emission statistics (Moriwaki et al. (2018), SERRA simulation (Pallottini et al. 2022) and

SÍGAME simulation (Olsen et al. 2017).) It is clear that our simulation samples cover massive

galaxies than other simulations; for instance, M⋆ ≳ 108.7 M⊙ at z = 9, M⋆ ≳ 109.5 M⊙ at

z = 7, and M⋆ ≳ 108.7 M⊙ at z = 6. Therefore, our samples are comparable to observable

massive galaxies by HST, ALMA and JWST (e.g. Barrufet et al. 2022; Graziani et al. 2020;

Leethochawalit et al. 2022; Tacchella et al. 2022; Topping et al. 2022; Trussler et al. 2022). We

have also checked the stellar mass histories for all of our samples from z = 9.5 to z = 5 in

Figure 5.3. Interestingly, two galaxy samples with orange and blue have lower stellar mass of

∼ 108 M⊙ than others, finally have most/least massive stellar masses at z = 5. This implies

that the observed z = 6 galaxies are not descendants of the observed z = 9 galaxies.

Figure 5.3: stellar mass histories of the main galaxies from z = 9.5 to z = 5.5. Those galaxies
have a large circular velocity of Vc > 178 km/s at z = 5. An orange (blue) line traces the
evolution of a galaxy which has the maximum (minimum) stellar mass at z = 6.

5.1.1 Subgrid physics

Besides the two processes, the code incorporates astrophysical processes relevant to galaxy for-

mation. The so-called subgrid physics includes atomic and molecular cooling of hydrogen and

helium, photoionization heating by a cosmological UV background with partial self-shielding,

and star formation and the associated stellar feedback. Details are described in Ceverino et al.

(2017). The simulations track metals released from SNe-Ia and from SNe-II, using supernovae

yields from Woosley & Weaver (1995). In order to simulate a galaxy formation, we need to

consider baryon physics as a subgrid model. The subgrid models are based on previous studies

by Ceverino et al. (2010, 2012); Ceverino & Klypin (2009); Ceverino et al. (2014). The detailed

subgrid models are explained in Appendix B.
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5.1.2 Definition of notation

Here, we introduce the following notation for metallicity, and density. Direct outputs from

the simulations are physical quantities for gas cells and stellar particles. A gas cell contains

the information of cell size, number density, metallicity (= Zgas), velocity, and coordinates. A

stellar particle contains the information of mass, age, metallicity(= Z⋆), velocity, and coordinate.

Apart from the simulation outputs, we arrange gas grids with a side length of 100 pc (details

in the next section 5.2). Each grid has averaged density ngas,grid from all of the cells inside the

grid. Metallicity of a gas grid is denoted Zgas,grid and averaged by weighting density of each cell.

When we refer metallicity for each galaxy, we denote it nebular metallicity, averaging Zgas,grid

by weighting [Oiii] emissivity in each gas grid. Figure 5.4 summarize the distinction of each

physical quantity.

Figure 5.4: Schematic illustration of simulation output and re-arrangement of gas grid.

5.2 Line emissivity calculation

We model Hii regions and calculate line emissivities as a post-processing and the procedures are

overviewed in Figure 5.5.

We generate emission-line maps for our galaxy samples. First, we choose a region enclosed by

0.3 times the virial radius of each galaxy as same as Mandelker et al. (2017, 2014) and configure

3D grids with a side length of 100 pc, which is sufficiently large, and Strömgren sphere around

star particle does not exceed the grid size (Ceverino et al. 2021). We have also tried changing

the size from 50 pc to 300 pc, and have found that the luminosity is the same in the all cases.

We locate the star particles and gas elements within each grid, and store the mass of stars

younger than 10 Myr, the average density of the gas with nH > 0.1 cm−3, and the average

metallicity of the cold/warm gas with T < 5× 104 K. These physical quantities assigned to the

individual grids are then used to compute the line emissivities in a similar manner to those in

Gutkin et al. (2016); Hirschmann et al. (2017); Moriwaki et al. (2018). We generate a library

of emission lines using cloudy (Ferland et al. 2013).The library covers a wide range of gas
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metallicity Z, ionization parameter U as given in Table 5.2.

The library lists the line luminosity, Lline, normalized by the Hβ line luminosity with the

case-B approximation (Dopita & Sutherland 2003), LcaseB
Hβ , as

Lline = (1− fesc)Cline(Zgas,grid, U, nHII)L
caseB
Hβ , (5.1)

where fesc is the Lyman continuum escape fraction and Cline is the line luminosity ratio. Since

individual Hii regions are not resolved in our simulations, we resort to a physical model of the

ISM structure to calculate the line emissivities of Hii regions. We characterize the ISM by

the local gas density n and metallicity Z, and a volume-averaged ionization parameter ⟨U⟩ as

explained in the following.

Figure 5.5: A simple cartoon of the modeling of Hii regions. Left: Gas number density distri-
bution with gray colormap and stellar particles younger than 10 Myr with red dots. One side
length of the region is 0.3Rvir. Middle: an enlargement of the grids, which have a side length of
100 pc. Each grid contains several stellar particles. Right: Hii regions around stellar particles
as yellow circles. We assume spherical Hii regions with a Strömgren radius.

5.2.1 Escape fraction fesc

We set fesc = 0.1, which is consistent with previous radiative transfer simulations for massive

galaxies withMhalo > 1010−11M⊙ (Kimm & Cen 2014; Paardekooper et al. 2015; Wise et al. 2014;

Xu et al. 2016; Yajima et al. 2011), also consistent with observation results at z ∼ 6−8(Castellano

et al. 2017; Robertson et al. 2013). We also note that some galaxies have been reported to have

high escape fraction of over 20 % (e.g. Bian & Fan 2020; Fletcher et al. 2019; Flury et al. 2022;

Marques-Chaves et al. 2022; Vanzella et al. 2016) at z < 4.

electron density nHII

Our fiducial model assumes a constant gas density in Hii regions nHii = 100 cm−3 (e.g. Hirschmann

et al. 2017, 2022; Osterbrock & Ferland 2006). We have also checked the case of nHii =
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50, 300 cm−3, and shown that the [Oiii] emissivity does not change by an order. Further-

more, even though we set nHii as gas number density in grids as same as Moriwaki et al. (2018),

the total emissivity of [Oiii] and its distribution inside galaxies do not change. This is because

our fixed nHii model can also trace gas density distribution by introducing the following factor

ϵ.

5.2.2 Ionization parameter U

We assume a constant gas density nHII in a spherical Hii region surrounding a star particle

(e.g. Hirschmann et al. 2017, 2022; Panuzzo et al. 2003) as explained the above section. A

volume-averaged ionization parameter is derived in section 4.2.1 as

⟨U⟩ =
3α

2/3
B

4c

(
3Qϵ2nHII

4π

)1/3

. (5.2)

The volume-filling factor of the gas ϵ is defined by

ϵ =
(volume occupied by the clumps)

(total volume of HII region)
≡
ngas,grid
nHii

, (5.3)

where ngas,grid is the gas number density in each grid. In rare cases where the volume-averaged

gas density exceeds the adopted hydrogen density in the ionized regions (ϵ > 1), we set the

filling factor to unity. Note that a larger ngas,grid at fixed nHii implies a larger filling factor ϵ,

i.e., more compact gas clumps around the ionizing source. To calculate the ionization photon

production rate Q, we use the value from Binaly Polulationi and Spectral Synthesis (BPASS)

model (Byrne et al. 2022).

5.2.3 Ionizing photon rate Q from a populatioin synthesis model

We compute the production rate of ionizing photons Q of the simulated galaxies using publicly

available tables from the Binary Population and Spectral Synthesis (BPASS) model(Byrne et al.

2022). All physical properties we have selected are summarized in Table 5.1.

Table 5.1: BPASS table. We select the same population and IMF for all stellar particles. The
rest four parameters are chosen for each stellar particle.

population single stellar population

IMF α1 = −1.3, α2 = −2.35, M1 = 0.5, Mmax = 300 M⊙

[α/Fe] ∆(log(α/Fe)) = −0.2,+0.0,+0.2,+0.4,+0.6

metallicity (Z⋆) 10−5, 10−4, 10−3, 0.002, 0.004, 0.008, 0.01, 0.02(Z⊙), 0.03, 0.04

Age 50 logarithmic bins in [1 Myr, 100 Gyr]; 10(6+0.1n) n = 0− 50

Mass Fixed stellar particle mass of 106 M⊙ in BPASS data

Our simulations adopt the stellar initial mass function modeled by broken power laws as

N(M < Mmax) ∝
∫ M1

0.1

(
M

M⊙

)α1

dM +Mα1
1

∫ Mmax

M1

(
M

M⊙

)α2

dM (5.4)
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We re-assign all of young stellar age in order to remove the time step effect of a star formation

process in the simulations. This is because our simulations produce new stellar particles with

a times step of ∆tSF = 5 Myr (see details in Appendix 5.1.1) and each galaxy usually has only

two kinds of stellar age younger than 10 Myr as shown in Figure 5.2.3. Most emission lines

from Hii regions are originated from young less than 10 Myr. For BPASS SED of a single stellar

population, the number of ionizing photons will decrease over 2 dex from age 1 Myr to 10 Myr

(Xiao et al. 2018), which might change the emissivity of each line for 2 dex from eq. 5.1 and eq.

5.8.

Then, we re-assign the stellar age as follows.

1. Consider stellar particle younger than 15 Myr. Notate three stellar ages T1, T2, T3 (T1 <

T2 < T3) [Myr].

2. Reassign stellar age ramdomly within the range of [T3, T2], [T2, T1], and [T1, 1] Myr, re-

spectively.

Figure 5.2.3 shows stellar age-mass distribution for one galaxy sample at z = 7 and z = 6.

Figure 5.6: Stellar age - mass distribution. Green dots show the stellar ages before re-assignment,
and blue stars show the new ages. Notice that blue stars are plotted by thinning out by 100 for
visualization. A red dashed line indicates the threshold age of 10 Myr.

After re-assigning stellar age, we calculate ionizing photon rate Q for each young stellar

particle (< 10 Myr) by multiplying the BPASS data by (M⋆/10
6M⊙). From Figure 5.2.3, we

clearly see that Qnew at z = 6 have much larger amount of high values over 1051 [s−1], and the

total amount of Qnew is 1 dex larger than that of before re-assignment Qold.

We also consider stellar atmosphere models with different elemental compositions, i.e., dif-

ferent values of [α/Fe]. In the BPASS v2.3 (Byrne et al. 2022), there are five models with the

mass fractions in α-elements relative to iron of ∆(log(α/Fe)) as shown in Table 5.1. For the cal-

culation of [α/Fe], the α-element abundance is approximated by the oxygen abundance (logNO)

assuming that half of the mass in metals produced by SNII are in the form of oxygen atoms;

logNO = log(fOzSNII/AO), (5.5)

where fO, zSNII are the fraction of oxygen released by Type-II SNe, and the mass fraction of

metals released from Type-II SNe, respectively. Here, the atomic weight of oxygen is AO = 16
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Figure 5.7: Ionizing photon rate Q distribution for a galaxy FL109 at z = 7 (left) and z = 6
(right). Dashed green (solid blue) histogram represents Q before (after) age re-assignment.

and we assume fO = 0.5 (Woosley & Weaver 1995). We calculate the iron abundance ratio

considering both contributions from Type-Ia and II SNe as

NFe =
(fFe,Ia zSNIa + fFe,II zSNIa)

AFe
, (5.6)

where zSNIa is the mass fraction of metals released from Type-Ia SNe and AFe = 56. We set

the fractions fFe,Ia = 0.5 (Thielemann et al. 1986) and fFe,II = (0.026, 0.033) for metal mass

ratio between zero and solar metallicity (Ceverino et al. 2019; Nomoto et al. 2006), respectively.

Finally, [α/Fe] is obtained from

[α/Fe] = logNO − logNFe − log(NO/NFe)⊙, (5.7)

where (NO/NFe)⊙ = 1.17 is the solar value of O/Fe abundance ratio.

5.2.4 CLOUDY calculation

We generate a library of emission lines using cloudy (Ferland et al. 2013). The library covers

a wide range of gas metallicity Zgas, ionization parameter U as given in Table 5.2. We adopt

SEDs from BPASS single stellar population with the same set of Zgas. For each case of Zgas, we

input the corresponding stellar spectrum into the code because of Z⋆ ∼ Zgas. We assume the

plane-parallel geometry for all the calculations. Notice that cloudy codes set the abundance of

elements to be the solar one by default. The electron temperatures in the nebulae are calculated

in the code with energy balance between heating and cooling rates. Especially, metal element

works as a coolant and ionization parameter works as a heating source. Notice that when we

substitute the ionization parameter to the cloudy Table 5.2, we use the value Uinner at the

inner surface of Hii region. For plane-parallel case, Uinner is twice ⟨U⟩. The library lists the line

luminosity, Lline, normalized by the Hβ line luminosity with the case-B approximation (Dopita

& Sutherland 2003).
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parameter values

log10 Zgas 0.001, 0.004, 0.008, 0.02 (Z⊙), 0.04

log10 U -4.0, -3.9, ..., -1.1, -1.0
log10 (nHii/cm

−3) 2.0 (fixed)

Table 5.2: The parameters used to calculate the line luminosities with cloudy.

We also interporate the table values with log-scale space.

5.2.5 Hβ luminosity calculation in case B

Hβ is emitted from the transition of n = 4 → n′ = 2 and its line luminosity is

LcaseB
nn′ = 4πjnn′V = hνnn′

(
αeff
nn′

αB

)
Q, (5.8)

where jHβ is the Hβ emission rate per unit volume per unit time per unit solid angle, and αeff
Hβ

is an effective recombination coefficient V = Q/(n2HIIαB) is a volume of Hii region and αeff
nn′

is an effective recombination coefficient. hνnn′ is a transition energy n = 4 → n′ = 2, i.e.,

hνHβ = 2.55 eV. The effective recombination coefficient for Hβ line is

αeff
Hβ = 3.72× 10−13 cm3/s (for Te = 104 K). (5.9)

5.3 Results

We focus on rest-frame sub-millimeter and optical lines from high-z galaxies, which are essential

for ALMA and JWST observations.

5.4 L[OIII] vs SFR

Figure 5.8 shows the [Oiii] 88µm luminosity against star formation rate (SFR) for our galaxy

samples. The color-bar indicates the nebular metallicity Zneb, which is the line luminosity-

weighted gas metallicity. We compare with the observed local galaxies SFR from De Looze

et al. (2014). and with the observed [Oiii] 88µm luminosities of high-redshift galaxies.

At z = 9 to z = 7, most of our simulated galaxies are located above the local galaxy relation

(solid line), similar to the simulated results of Arata et al. (2020); Moriwaki et al. (2018);

Pallottini et al. (2022), but Katz et al. (2019b) shows the opposite trend (see the details in section

5.4.1). At z = 7− 9, some of our galaxy samples are distributed around the observed galaxies.

It is interesting that luminous galaxies are already chemically enriched with log(Z/Z⊙) ∼ −0.5

at the early epochs. Our simulations predict a slightly steeper relation with

L[Oiii] 88 ∝
(

SFR

M⊙ yr−1

)0.9−1.2

. (5.10)

We find three galaxies with L[Oiii] > 109 L⊙ at z = 7, which are as bright as several

observed galaxies. We study the structure of one of them (sample FL964) in detail. It has
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Figure 5.8: SFR versus [Oiii] 88 µm luminosity for our 62 simulated galaxies at z = 9 (top left),
z = 8 (top right), z = 7(bottom left), and z = 6 (bottom right). We indicate the gas metallicity
by the color of each point. For comparison, we show the [Oiii] -SFR relation measured from z = 0
galaxies from De Looze et al. (2014). We also plot the observational results of high-z (z > 6)
galaxies as gray points with error bars. We adopt 15 observation results from Hashimoto et al.
(2018); Laporte et al. (2017); Tamura et al. (2019), Inoue et al. (2016)(I16), Hashimoto et al.
(2019), Carniani et al. (2017)(C17), Wong et al. (2022)(WG22), Witstok et al. (2022)(WT22, 5
plots) and Harikane et al. (2020)(3 plots).
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Mgas = 6.41× 109 M⊙, M⋆ = 9.96× 109 M⊙, and a specific SFR of 11 Gyr at z = 7. Figure 5.9

shows the projected maps of gas number density, ionization parameter, and [Oiii] 88µm. Clearly,

regions with high ionization parameters of logU ∼ −2 cause high emissivities, consistent with

the observation by Harikane et al. (2020) and also with recent simulations by Kohandel et al.

(2022). The total luminosity of [Oiii] 5007Å of FL964 is 7.60 × 109L⊙, which is about 5 times

larger than L[Oiii] ,88.

Figure 5.9: Projected gas density, averaged ionization parameter, [Oiii] 88µm distribution for a
galaxy sample (FL964) at z = 7. Each colormap shows a region with a side length and depth of
0.3Rvir(= 7.4 kpc). The direction of the galaxy is random.

Figure 5.10 shows metallicity (Z) - ionization parameter (U) distribution of our simulated

samples. We compared our distribution to the photoionization model of Sugahara et al. (2022),

who have estimated the region of Z − U diagram which satisfies the observed L[Oiii] ,88/SFR

and L[Cii] ,158/SFR of z > 6 galaxies. Our galaxy samples with high luminosity of L[Oiii] ,88 >

108 L⊙ are located in the region of Sugahara et al. (2022), which implies that high luminosity

of [Oiii] requires both high-metallicity of Z/Z⊙ ∼ (−0.7,−0.2) and high-ionization parameter of

⟨U⟩ ∼ (−2.5,−2.0).
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Figure 5.10: Phase diagram of Metallicity and ionization parameter for simulated samples at z =
6, 7, 8, 9. Pink shaded regions indicate the best parameter regions which satisfy L[Oiii] ,88/SFR
and L[Cii] ,158/SFR values of observed z > 6 galaxies (Sugahara et al. 2022).

5.4.1 Comparison to other simulations

We compare our massive galaxy samples with the other simulation results from z = 6 to z = 9 in

Figure 5.11. Katz et al. (2019b) adopts zoom-in radiation simulations named Aspen simulations

(Katz et al. 2019a) , which model Lyman Break Galaxies and follow their evolution until z =

9.2. Moriwaki et al. (2018) calculated [Oiii] emissivity by using cosmological hydrodynamical

simulation (Shimizu et al. 2016) with a box size of (50 cMpc/h)3. SEERA (Pallottini et al. 2022)

is a suite of zoom-in simulations and focuses on massive galaxies with stellar mass 107 M⊙ ≲

5 × 1010 M⊙. SÍGAME (Olsen et al. 2017) uses zoom-in simulations called MUFASA (Davé

et al. 2017, 2016) and targets main-sequence galaxies with SFR 3 − 23 M⊙/yr, stellar masses

0.7−8×109 M⊙ at z ≃ 6. In order to compare SFR-L[Oiii] relationship with metallicity, we also

plot previous simulation results with a color bar of metallicity in Figure 5.12. The trend that

SFR-L[Oiii] relationship is above the local one(De Looze et al. 2014) at z = 9 is consistent with

both theoretical predictions from Moriwaki et al. (2018) and observational results in Figure 5.8.

However, Katz et al. (2019b) results are opposite to Moriwaki et al. (2018) and our results. The

reasons why Katz et al. (2019b) simulated systems fall below the observed and other theoretical

relationships are not only for the different simulation scheme but also relatively low metallicity

samples (log(Z/Z⊙) = −1.3−−0.88 at z = 9.2).

In comparison with SERRA simulations at z = 8, our results locate in their dispersion of

them and the SFR-L[Oiii] slopes are almost the same. Our results at z = 7 also have the same

trend with Moriwaki et al. (2018) but we follow more luminous samples. This is because our

samples have both larger SFR and higher metallicities than Moriwaki et al. (2018) simulated
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galaxies.

At z = 6, SÍGAME simulation appears to produce low emissivity of [Oiii] 88 µm . This is

because they do not explicitly model Hii regions.

Figure 5.11: SFR versus [Oiii] 88 µm luminosity for our 62 massive galaxy samples from z = 9 to
z = 6. At z = 9, we refer the results from Moriwaki et al. (2018) and Katz et al. (2019b)(3 plots).
At z = 8, we compare the results with SERRA simulations from Pallottini et al. (2022). Their
simulation results are for z = 7.7. At z = 7, we adopt Moriwaki et al. (2018) for comparison.
At z = 6, we use SÍGAME simulation results Olsen et al. (2017).

5.5 The mass-metallicity relation

It is important to examine the so-called mass-metallicity relation (MZR) for our simulated

galaxies. We calculate the metallicity for individual galaxies using both the gas-phase and

stellar metallicities. Figure 5.13 shows the stellar mass-gas phase oxygen abundance relation. We

calculate the gas phase oxygen abundance by adopting the conversion equation of　Mandelker

et al. (2014);

O

H
=
fOzSNII

XA
(5.11)
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Figure 5.12: The same as Figure 5.11 but with colorbars of metallicity. We calculate metallicity
from gas metallicity by weighting L[Oiii] luminosity. Notice that each simulation adopts different
calculation strategies. (See the details in the text.)
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Figure 5.13: as-phase metallicity versus stellar mass for our galaxy samples from z = 9 to z = 6.
The solid lines show the median and the colored bands indicate the sample dispersion in the
range of 5%- 95%. The dashed line is the local mass-metallicity relation from Curti et al. (2020).
Symbols with errorbars are JWST observation data of galaxies at z ∼ 6 (gray), z ∼ 8 (orange),
and z ∼ 9 (blue). The observed galaxies are located around the flux calibration star P330E
(Sun et al. 2022), behind the galaxy cluster SMACS J0723.3–7327 (Curti et al. 2022), and the
cluster RX J2129.4+0009 Langeroodi et al. (2022); Williams et al. (2022).

We set the hydrogen mass fraction X = 0.755 and the other values of fO and AO are the same

as those of eq.(5.5), which adopts the solar oxygen abundance 12 + log(O/H) = 8.9. We then

calculate the averaged zSNII, weighted by the [Oiii] luminosity of each grid. This weighting

method is valid for observation results by direct method or strong line method, which uses

oxygen emission lines to estimate metallicities. Direct method uses three rest-frame optical

[Oiii] emission lines of 4363Å, 4959 Å, and 5007 Å and derives electron temperature, which can

derive metallicity directly. Strong line method　(e.g. Bian et al. 2018; Izotov et al. 2019) uses

two emission line ratios; O32 = [Oiii] 5007Å/[Oii] (3727+3729 Å) and R23 = ([Oii] 3727, 3729

Å+ [Oiii] 4959 Å+ [Oiii] 5007 Å) / Hβ and estimate metallicities from empirical calibration at

local galaxies.

We calculate the mass of stars within the region of 0.3 Rvir. In Figure 5.13, we also plot the

MZR for local galaxies from Curti et al. (2020) (dashed line). Red, blue, and purple symbols

show the mass and metallicity of the z > 7 galaxies observed in SMACS J0723 field (Curti

et al. 2022), z ∼ 6 galaxies observed by JWST/ NIRCam WFSS mode (Sun et al. 2022), and

z = 8.1 − 9.5 galaxies observed in the cluster RX J2129.4+0009 field (Langeroodi et al. 2022;

Williams et al. 2022), respectively. Curti et al. (2022) estimated metallicities of SMACS field

galaxies by direct method, Sun et al. (2022) adopt strong line calibration by Bian et al. (2018)

using O32, and Langeroodi et al. (2022) and Williams et al. (2022) adopt strong line method by
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Izotov et al. (2019).

Our simulated galaxies have similar metallicities (oxygen abundance) to the observed galax-

ies. Note that Figure 5.13 shows the ”evolution” for a fixed sample of simulated galaxies, rather

than all the galaxies at respective epochs as shown in Figure 5.3. Namely, we select the galaxies

at z = 5 by mass and plot their progenitors at z = 6 − 9. Hence we likely miss low-mass,

low-metallicity galaxies at z = 9. Some galaxies with M⋆ > 109 M⊙ have already gas-phase

metallicities of 12+log (O/H) ∼ 8.5 even at z = 9, suggesting that metal-enrichment can proceed

rapidly in massive galaxies.

Figure 5.14: MZR evolution from z = 9 to z = 6. We plot our simulation samples as gray dots
and thier linear fitting line in red. For the comparison, we show extrapolated MZR lines from
FIRE simulation(Ma et al. 2016) in a green dot-dashed line. For z = 8, 7, 6, we draw linear
fitting lines (black dashed) from FirstLight for low mass samples (Langan et al. 2020). Also we
show IllustrisTNG results at z = 6 in a blue dotted line (Torrey et al. 2019). The blue contour
shows 1σ variation.

We also compare our results with other simulation results; FIRE simulations (Ma et al. 2016),

Illustris TNG (Torrey et al. 2019), less massive samples from FirstLight simulations (Langan

et al. 2020) in Figure 5.14.

Ma et al. (2016) use zoom-in simulations from FIRE project (Hopkins et al. 2014) and predict
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the evolution of MZR based on galaxy samples in the range of z = 0−6 as the following equation,

12 + log (O/H) = 9.0 + 0.35 [log(M⋆/M⊙)− 10] + 0.93 exp(−0.43z)− 1.05. (5.12)

We extrapolate the above equation to z = 9 and draw as a green dot-dashed line in Figure 5.14.

Langan et al. (2020) calculate MZR from FirstLight simulation data (Ceverino et al. 2018),

which are the same simulation set as ours but target smaller stellar mass samples. They use 300

simulated galaxies with a maximum circular velocity Vmax is less than 100 km/s at z = 5, but our

study focuses on massive galaxies with Vmax (see the details in 5.1). Torrey et al. (2019) analyze

MZR evolution from z = 0 to z = 6 by using galaxy samples from Illustris TNG (Marinacci

et al. 2018; Naiman et al. 2018; Nelson et al. 2018; Pillepich et al. 2018; Springel et al. 2018).

Figure 5.14 shows that metallicities of our simulated galaxies with gray dots are proportional

to their stellar mass. This trend is consistent with previous high-z simulations listed above, and

local or low-z observed trends (z ∼ 0: Berg et al. (2012), MOSDEF samples at z ∼ 2.3, 3.3:

Sanders et al. (2021)).

We cover more massive galaxies than other simulations and MZR has a steep slope than

other simulated galaxies which cover less massive galaxies. This implies that the massive galaxy

experiences the faster chemical enrichment in high-redshift universe.

5.6 Far-IR/optical line ratios

For future observation analysis, we consider combing rest-frame FIR and optical emission lines

to be observed by JWST and ALMA. It is timely to make theoretical predictions of luminosity

functions for these lines have already been discussed in Jones et al. (2020); Moriwaki et al.

(2018); Yang & Lidz (2020). It is interesting and timely to study theoretically the line ratios

of three [Oiii] fine structure emission lines; 88 µm, 52 µm and 5007Å (see, e.g. Osterbrock

& Ferland (2006)). The former two lines are observed by ALMA whereas the latter is to be

observed by JWST. Hereafter we denote the line luminosity ratios using the wavelength such as

R5007/88 = L5007Å/L88µm. Figure 5.15 shows R5007/88 against R52/88 for our simulated galaxies

colored with the galaxies’ gas metallicities. We also plot the model line ratios obtained by our

set of cloudy calculations (Table 5.2).

Interestingly, R5007/88 appears to trace metallicity in this plot. We argue that it is an indirect

indicator because of the complex dependence of the line emissivities on the relevant physical

quantities. Typically, the oxygen line emissivity increases with increasing oxygen abundance

(metallicity), but there is a critical abundance beyond which the emissivity decreases because

of the temperature decrease of Hii regions owing to metal line cooling. Note also that the

critical ”peak” abundance is different for different lines. Hence the line ratios depend on the gas

metallicity in a nonlinear manner as can be seen in Figure 5.15.

It is generally thought that R52/88 can be used as a sensitive probe of the number density of

Hii regions as explained in section 4.4.2.
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From the cloudy analysis in Figure 5.15, we see that R52/88 at the same ne increases as Z

increases. In the case of logU = −1, especially, R52/88 at the fixed density of ne = 100 cm−3

at the metallicity of log(Z/Z⊙) = −0.4(0.0) is 1.7 (2.2) times larger than that of metallicity

of log(Z/Z⊙) = −1.3. This is because electron temperature (Te) in the nebulae are calculated

in the cloudy code with energy balance between heating and cooling rates. Especially, metal

works as a coolant and ionization parameter works as a heating source, which changes Te in each

parameter set. All our galaxies samples have fixed ne = 100 cm−3 and galaxies with higher Z

locates on the lower and righter area than low metallicity galaxies in Figure 5.15. Furthermore,

in the case of high metallicity i.e. Z ≳ Z⊙, R52/88 has an U dependence slightly. For instance,

for the yellow lines with Z = Z⊙, R52/88 increases at the same electron density. This is consistent

with the results from Yang & Lidz (2020).

We also plot local metal-rich galaxies observed with both FIR (Brauher et al. 2008) and

optical emission lines (Moustakas et al. 2006). The optical observation results are corrected

for dust attenuation. The local planetary nebulae (Dinerstein et al. 1985) are also plotted as

red stars. Dinerstein et al. (1985) have estimated that those planetary nebulae have electron

densities of ne[Oiii] = 103−4cm−3, which are derived from [Oii] lines.

We also see that the local galaxies in Figure 5.15 have over solar metallicities and electron

densities of ne = 100−103 cm−3. Only NGC 1569, the galaxy with R5007/88 = 4.9, has sub-solar

metallicity of log(Z/Z⊙) = −0.6 (Israel 1988), which is located on the same metallicity line from

cloudy analysis. Also, this galaxy has lower ne of ∼ 50 cm−3 than high-z galaxies.

To see the physical processes of line ratio trend in Figure 5.13, we have also investigated

emissivities of [Oiii] optical (5007, 4959 Å) and FIR (88, 52 µm) lines as a function of metallicity

with a different ionization parameter in Figure 5.16. When Z is smaller than the threshold

metallicity, Zth, all the emissivities increase monotonically, and when Z > Zth, the emissivities

decrease monotonically. This trend is consistent with previous cloudy analysis for optical

strong emission lines (Inoue 2011), and optical [Oiii] observation for star forming galaxies at

z ∼ 3.5 (Maiolino et al. 2008), local galaxies at z ∼ 0 (Curti et al. 2017, 2020), and local

extremely metal-poor galaxies (Nakajima et al. 2022). Qualitative explanations for the trend

are as follows:

In the case of Z < Zth, the line emissivity increases with oxygen abundance. In the case

of Z > Zth, metal cools nebula gas efficiently and gas temperature becomes lower than the

excitation temperature (Texc = Eexc/kB, Table 4.1), which the emissivity decreases. Optical

lines [Oiii] 5007 Å, 4959 Å have log(Zth/Z⊙) ≃ −0.4 and the value is almost the same as that

of Inoue (2011). FIR lines [Oiii] 88 µm , 52 µm have log(Zth/Z⊙) ≃ 0, which is larger than Zth

for optical lines. This is because FIR [Oiii] lines have smaller excitation energies than optical

[Oiii] lines do. The line emissivities also depend on ionization parameter, but the dependence

is weak as can be seen in Figure 5.16. When we fix the electron density, i.e. 100 cm−3, U is

proportional to Q1/3, where Q is the number of ionizing photon (see eq. 5.2). Figure 5.16 shows

that [Oiii] emissivity decrease significantly in the case of logU = −3. According to Section 5.4,

our simulated galaxies have high U in the range of logU ∼ (−3,−2), therefore we can treat

R5000/88 is dependent on metallicity chiefly for high-z galaxies.
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Figure 5.15: Line luminosity ratio R5007/52 against R52/88. Our simulated galaxies at z = 7
are represented by solid circles colored with gas metallicity. Gray star symbols show the local
galaxies from Brauher et al. (2008); Moustakas et al. (2006) and red ones show the local planetary
nebulae from Dinerstein et al. (1985). The results of cloudy calculations are represented by
lines colored with metallicity (log(Z/Z⊙) = −1.30,−0.70,−0.40, 0.0). Solid, dashed, and dotted
lines are the case of logU = −1.5, − 2, − 3 respectively. The number densities of Hii region
log nHII[cm

−3] = 1, 2, 3 are also marked by ticks from left to right on each cloudy line.

Figure 5.16: Emissivities relative to Hβ of four [Oiii] emission lines (left: rest-frame optical
5007 Å and 4959 Å, right: rest-frame Far-IR 88 µm and 52 µm ). All lines are calculated from
cloudy with the fixed electron density of ne = 100 cm−3. Solid, dashed and dotted lines are
the cases of logU = −1,−2 and -3 respectively.
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Figure 5.17: Radial profiles in Hii region calculated by cloudy with the same metallicity of
log(Z/Z⊙) = −0.52 and different ionization parameters; logU = −1.0 (top), −2.0 (middle),
−3.0 (bottom). For columns, Left: Electron temperature, Middle: the fraction of hydrogen
in the form of HI and Hii . Right: the fraction of oxygen in the form of OI(O1), OII(O2),
OIII(O3), and Oiv(O4). We use BPASS single stellar population SED at 10 Myr, and stop
cloudy calculation when the electron fraction reaches ne/n(H) = 10−3.

Figure 5.17 shows the radial profiles in Hii region calculated by cloudy. With fixed metal-

licity, ionization parameter contributes high ionizing photon rate Q0
1 and heating in Hii re-

gion and increases electron termperature Te and Strömgren sphere Rs. The ionization fraction

of hydrogen drops sharply as ionization parameter increases. The large ionization parameter

(logU ≳ −2) ionizes most oxygen atoms doubly. We clearly see that metallicity (Z) and ioniza-

tion parameter (U) makes the complicated Hii structures and that may change the ratio R52/88

slightly even at the fixed electron density.

5.7 Mock data for NIRSpec observation

Generating mock data is indispensable for coming high-redshift galaxy observations, especially

observations by JWST NIRSpec IFU mode.

IFU spectroscopy is an observing technique that provides 3D information; spectral informa-

tion(1D) and 2D field of view, by using instruments coined Integral Field Units (IFUs).

From IFU observations, we can obtain spatially resolved maps of important spectral features

1Input SED is normalized at the cloudy calculation and gives only the shape of SED. U determines the
number of photons.
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Figure 5.18: Projection map of a galaxy sample (FL102) at z = 7 with simulation resolution
(top) and NIRSpec resolution (bottom). The top panels are the same as Figure 5.9 and the
region has a side length and depth of 0.3 Rvir(= 6.98 kpc). The field of view of bottom panels is
3′′ × 3′′, which is larger than 0.3 Rvir where we treat for line calculation. The most left bottom
panel shows the gas density distribution as same as the most left top panel. Panel A and B are
moment 0 mapping of non-shifted and blue-shifted [Oiii] 5007Å. The bottom right panel shows
the spectrum of [Oiii] 5007Å of the entire galaxy (FL102). We colored the corresponding bars
with range (panel A) and green yellow (panel B), respectively.
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which encapsulate galaxy properties such as velocity (gas kinematics), elemental abundances,

and star formation histories. As a test, we generate an intensity map of one galaxy sam-

ple(FL102) at z = 7 assuming the observation by NIRSpec IFU with a spectrum resolution of

R = 2700 and a field of view 3′′×3′′ as shown in Figure 5.18. The flux distribution of [Oiii] 5007

Å is quite different with different wavelength due to complex gas kinematics such as feedback

or rotation. Notice that we do not input noise data into the mock data in Figure 5.18, which

can cause different flux distribution following noise pattern. Since we have modeled Hii region,

we can generate other emission lines coming from Hii region such as [Oiii] 4363 Å, [Oii] 3727 Å,

[Nii] 6584 Å, Hβ and so on. Taking the ratio of these lines in each IFU pixel, we will be able to

see the distribution of gas density, temperature and metallicity.

5.8 Discussion

In this thesis, we have studied the chemical evolution of massive galaxies from z = 9 to z = 6

by using zoom-in hydrodynamical simulation, First Light simulation (Ceverino et al. 2017). We

find that galaxies with stellar masses of M⋆ = 109−9.5 M⊙ has large ionization parameter of

logU = −2 and metallicity of log(Z/Z⊙) ∼ −1 − −0.5 become metal enriched for ∼ 0.5 dex in

a few ×100 Myr.

Previous observation and simulation studies (e.g. Harikane et al. 2020; Katz et al. 2019b)have

examined [Oiii] emissivities at z = 6 − 9 collectively as a trend of high-z galaxies. Our studies

have revealed, for the first time, the chemical evolution and [Oiii] emission for each period in

EoR. Furthermore, we also propose line combination of [Oiii] 5007Å, 88 µm , and 52 µm for

the future observational collaboration of JWST and ALMA. For instance, several [Oiii] 88 um

emitters will be observed by NIRSpec (GO-1740, PI: Harikane, three high-z galaxies at z = 6,

and GO-1840, PI:Álvarez-Márquez & Hashimoto, 14 high-z galaxies at z = 6−9). Such galaxies

are expected to emit [Oiii] optical lines such as 5007Åand 4959Å. Recent ALMA observation

detect [Oiii] 52 µm of a galaxy at z = 7 for the first time (Killi et al. 2022) and estimate the

value of U and R52/88 as logU = −1 and R52/88 < 1.1. According to Figure 5.15, we can also

estimate R5007/88 as ∼ 1.

Recent studies of Noel et al. (2022) also investigate MZR from z = 5 to z = 10 by using

Cosmic Reionization on Computers (CROC) simulations. Their simulations are not zoom-in

ones and focus on relatively lower-mass galaxies (eg. M⋆ = 105.5−8 at z = 9) than our simulated

galaxies. Their simulated MZR is always lower than observed ones for z = 5− 10. Our zoom-in

simulation selects massive, observable samples and shows that the more massive galaxies, the

faster evolve chemically. Our MZR results are consistent with up-to-date JWST observation.

There is a caveat that this study focuses on the chemical evolution of massive galaxies dur-

ing EoR, not including less massive galaxies, which exist more universally. Also, we calculate

gas metallicity or oxygen abundance for each galaxy by taking average in each grid, weight-

ing [Oiii] emission lines. This is because JWST observations derive metallicity by [Oiii] or

[Oii] emissions and physical values should be biased by these lines. When we consider lumi-

nosity function at each redshift, considering only massive galaxies will bring some bias. Also,
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our simulations do not include dust. Recent ALMA surveys report the existence of dust in star-

forming galaxies at z ∼ 6 (Burgarella et al. 2022; Fudamoto et al. 2020), at z ∼ 7 (Inami et al.

2022; Schouws et al. 2022), z ∼ 8 (Bakx et al. 2022; Tamura et al. 2019), and z ∼ 9 (Hashimoto

et al. 2018). When observers take the line ratio between [Oiii] 88µm and 5007Å, values of dust

absorption are to be estimated accurately.

In this thesis, we follow the statistics of massive high-z galaxies and compare several ob-

servational results. However, our simulation can also follow the star-formation history of each

galaxy. From Figure 5.8 and 5.13, we have some galaxy samples that have fairly similar physical

properties of M⋆, SFR, and metallicity. Furthermore, our zoom-in simulations have quite a high

resolution of ∼ 20 pc, thus we can see the distribution of emission lines and can investigate

metal and density distribution, and gas dynamics inside galaxies. Cameron et al. (2022) argues

that real galaxies have fluctuating electron temperature Te and previous Te method might have

underestimated metallicity at low-stellar mass galaxies. NIRSpec IFU observation can resolve

2D flux map for each emission line to some extent. IFU Spectroscopy has a pixel scale of 0.1

[arcsec/pixel]2, which resolves 13 × 13 pixels for 0.3 × Rvir = 7 kpc size galaxies at z = 7. We

will create mock data for our simulated galaxies with the same resolution of NIRSpec IFU and

realistic noise from JWST Exposure Time Calculator and investigate whether the mock data

can reproduce physical properties (n, T, Z) which are output from simulations. In a forthcoming

paper, we will study the observational biases qualitatively.

2https://jwst-docs.stsci.edu/jwst-near-infrared-spectrograph



Chapter 6

Summary and future prospects

Formation and evolution of stars and galaxies during the first billion years after the BigBang

are being unveiled from both theoretical and observational perspectives. Cosmological hydrody-

namical simulations have been conducted to follow structure formation and evolution of chem-

ically pristine gas toward the star formation at z ∼ 30 − 20. Recent observations from JWST

and ALMA have reported detection of high-redshift galaxies, including some candidates at

z ∼ 15 − 20. They may contribute greatly to filling the gap of the evolution scenario of our

Universe. In this thesis, we have studied formation of star clusters considering the relative mo-

tions between baryons and dark matter in the early Universe. We have also studied the chemical

evolution of high-redshift galaxies by combing observational data.

In Chapter 3, we have performed cosmological hydrodynamical simulations incorporating

the stream velocity (SV) and non-equilibrium chemical reactions of 15 species. We identify

particular gas clouds that contract by molecular hydrogen cooling without being hosted by dark

matter halos. SIGOs remain outside the virial radii of their closest halos, and they become

Jeans unstable when the central gas-particle density reaches ∼ 100 cm−3 with a temperature of

∼ 200 K. The corresponding Jeans mass is ∼ 105 M⊙, which is ∼100 times larger than typical

primordial gas clumps hosted by dark matter halos. This is because SIGOs condensate slowly

with their self-gravity. When SIGOs become Jeans unstable, they collapse gravitationally and

initiate the formation of primordial stars or a star cluster. We conduct the same set-up but with/

without incorporating SV and molecular chemistry to see the existence of SIGOs. Through the

comparison of these runs, we have confirmed that gas-rich objects can be formed in the early

universe by the combined effects of streaming motions and molecular hydrogen cooling.

We study further evolution of the SIGOs by focusing on the region in and around each gas

clump and running higher resolution simulations from z = 25. We find that some gas-rich

objects identified at z ∼ 25 cannot survive as SIGOs. Some gas clumps are eventually hosted by

neighboring large dark matter halos, other gas clumps merge together, while sub-halos merge

and become a bigger halo. After being hosted by dark matter halos, gas clumps can easily

contract to high density with the large gravitational potential from halos and evolve essentially

in the same manner as typical primordial gas clouds. Through the analysis of various evolution

paths for gas-rich objects, we conclude that ∼10% of gas-rich objects can survive without being
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hosted by dark matter halos. Also, some of gas-clouds which are finally hosted by the closest

halos can exist as satellites and behave as low-mass galaxies or star clusters similar to globular

clusters. As the James Webb Space Telescope comes online, future observations will further

constrain the link between SIGOs and globular clusters.

Chemical enrichment of SIGOs will be an important research topic in the future. In this

thesis, we follow the evolution of SIGOs which consists of only primordial gas, while star clusters

which are already observed contain a finite amount of metals. Internal or external metal enrich-

ment is crucial to determine the further evolution pathway of SIGOs. External enrichment from

the closest stars and/or galaxies is promising because non-SIGOs can evolve and form Pop-III

stars faster than SIGOs and the formed stars end in supernovae and can expel metal-enriched

gas. Further simulations incorporating metal-enrichment will be carried out in the near future.

In Chapter 5, we have used the outputs of FirstLight simulation, which owns a statistically

significant number of galaxies (∼ 60) with very high resolution (∼ 20 pc) at the epoch of reion-

ization. We model Hii regions around all the young stellar particles with considering the inhomo-

geneous distribution of Hii regions by introducing filling factor. We, for the first time, consider

fine stellar ages in order to avoid the effect of time step resolution of the simulations. We calcu-

late [Oiii] line emission from each Hii regions by using one-dimensional radiative transfer code

CLOUDY. We find that oxygen line emission galaxies with stellar masses of M⋆ = 109−9.5 M⊙

and similar luminosity to observed high-redshift galaxies have large ionization parameter of

logU ∼ −2 and metallicity of log(Z/Z⊙) ∼ (−1,−0.5). In these galaxies, metal-enrichment

occurs early and quickly over a few hundred million years. This rapid chemical evolution at

high redshift is also seen in the resulting mass-metalicity relationship, which is consistent with

up-to-date JWST observations. We also propose line-ratio diagnostics for future synergies of

JWST and ALMA. We argue that the ratio of [Oiii] 5007 Å and 88 µm may trace metallic-

ity and the ratio of [Oiii] 52µm and 88 µm can trace electron density with different ionization

parameters. We emphasize that the information of physical properties such as metallicity and

ionization parameter is useful to understand chemical evolution of high-redshift galaxies globally

rather than fundamental physical quantities such as electron temperatures. This is because the

distribution of electron density and the abundance of highly ionized elements within HII regions

depend critically and non-trivially on the metallicity and ionization parameter. For instance,

when we estimate the high temperature from line-ratio, it is difficult to solve the degeneracy of

temperature sources, owing either to low metallicity or to high ionization parameter and so on.

We expect that our line-ratio diagnostics can categorize objects into high-redshift, low-redshift

galaxies, and planetary nebulae. Furthermore, we generated mock data for coming JWST IFU

observations.

For future studies, dust extinction should be considered. Several ALMA observation reports

detections of dust in galaxies at the epoch of reionization. Since rest-frame optical lines are

considerably subjective to dust attenuation, it is important to construct realistic dust extinction

model with consistency of observations. Also, the FirstLight simulation suites achieve high-

resolution enough to investigate the inner structure of each galaxy sample. We can apply

the line diagnostics to each simulated pixels and see the distribution of physical properties.
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IFU observation data can also be applied. Some of the simulated galaxy samples have similar

properties to observed galaxies. We will follow their galaxies in each snapshot, investigate the

gas dynamics, bursty star-formation, metal-enrichment, and finally see how the observed massive

galaxies have evolved to what they are.

Finally, our research in this thesis may help to comprehensively understand the formation

and evolution of star clusters and galaxies at high redshift, and to facilitate synergy of JWST

and ALMA.



Appendix A

Primordial Chemical Reactions

We list the primordial chemical reactions installed in extended GRACKLE (Chiaki & Wise

2019). Chiaki & Wise (2019) add three more species: HeH+, D– and HD+. The reaction rates

are summed up in Nagakura et al. (2009).

Reaction Number Reactions

1 H + e− → H+ + 2e−

2 H+ + e− → H+ γ
3 He + e− → He+ + 2e−

4 He+ + e− → He + γ
5 He+ + e− → He++ + 2e−

6 He++ + e− → He+ + γ
7 H + e− → H− + γ
8 H + H− → H2 + e−

9 H + H+ → H+
2 + γ

10 H+
2 +H → H2 ∗+H+

11 H2 +H+ → H+
2 +H

12 H2 + e− → 2H + e−

13 H2 +H → 3H
14 H− + e− → H+ 2e−

15 H− +H → 2H + e−

16 H− +H+ → 2H
17 H− +H+ → H+

2 + e−

18 H+
2 + e− → 2H

19 H+
2 +H− → H+H2

20 D+ + e− → D+ γ
21 D + H+ → D+ +H
22 D+ +H → D+H+

23 D + H → HD+ γ
24 D + H2 → H+HD
25 HD+ +H → H+ +HD
26 D+ +H2 → H+ +HD
27 HD+H → H2 +D

continues
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28 HD +H+ → H2 +D+

29 D + H+ → HD+ + γ
30 D+ +H → HD+ + γ
31 HD+ + e− → H+D
32 D + e− → D− + γ
33 D+ +D− → 2D
34 H+ +D− → D+H
35 H− +D → H+D−

36 D− +H → D+H−

37 D− +H → HD+ e−

38 H + H+H → H2 +H
39 H + H+H2 → H2 +H2

40 H2 +H2 → H+H+H2

41 H + H → H+ + e− +H
42 He + H+ → He+ +H
43 He+ +H → He + H+

44 He + H+ → HeH+ + γ
45 He + H+ → HeH+ + γ
46 He + H+

2 → HeH+ +H
47 He+ +H → HeH+ + γ
48 HeH+ +H → He + H+

2

49 HeH+ + e− → He + H



Appendix B

Subgrid Models in FirstLight

Hydrodynamics of gas and N-body calculation in the simulations solve the following fundamental

equations:

eq. of continuity
∂ρgas
∂t

+∇ · (ρgas u) = Sρgas , (B.1)

eq. of momentum
∂u

∂t
+ (u · ∇)u = −∇Φ− ∇Ptot

ρgas
+ Su, (B.2)

eq. of energy
∂E

∂t
+∇ · [(E + Pthermal)u] = −ρgas u · ∇Φ+ (Γ− Λ) + SE , (B.3)

Poisson eq. ∇2Φ = 4πGρtot − Λcos, (B.4)

EoS ε =
1

γ − 1

Pthermal

ρgas
, (B.5)

where ρgas, u, P are mass density of gas, gas velocity, and gas pressure, respectively. The total

gas energy density is denoted E = ρgas(ε+ u2), and ε is the internal energy of the gas per unit

mass. Λcos is the cosmological constant. ρtot is the density of all components of matter including

gas, stars and dark matter. In our simulation, we only follow hydrogen atoms, thus the value of

adiabatic index is γ = 5/3. Γ is a heating rate from stellar winds and supernovae explained in

section B.3 and Λ is a cooling rate by radiation from metals explained in section B.1.

Sρgas , Su and SE are source/ sink terms and are determined by the processes of star formation

and stellar mass loss.

In addition to the hydrodynamical equations, we solve the self-consistent advection of metals

produced in stars and released into the gas by SNe, stellar winds, and evolved stars.

metals in gas
∂ρZi

∂t
+∇ · (ρZiu) = SZi,FD + SZi,ML + SZi,SF, (B.6)

wehre FD, ML, and SF stand for feedback, mass loss, and star formation, respectively. Zi

represents two types of metals from Type-II supernovae and Type-Ia supernovae; i = SNII, SNIa.

ρZi is mass density of enjected metals.
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B.1 Radiative cooling

The radiative cooling rate Λ in eq.B.3 are tabulated by cloudy calculations(Ferland et al. 1998)

and Λ′ ≡ Λ/n2H is available for given gas density, temperature, metallicity and UV background.

The coolants are atomic hydrogen, helium, metals and molecular hydrogen.

B.2 Subgrid physics

In order to simulate galaxy formation, we need to consider baryon physics as a subgrid model.

The so-called subgrid physics include atomic (H, He) and molecular (H2) cooling, photoioniza-

tion heating by a cosmological UV background with partial self-shielding, star formation and

feedback, as described in the followings. The subgrid models are based on previous studies by

Ceverino et al. (2010, 2012); Ceverino & Klypin (2009); Ceverino et al. (2014).

B.2.1 Star formation

Stars form in high-density (ρ > ρth) and low-temperature (T < Tth) gas clouds. In our simula-

tions, ρth = 0.035 M⊙ pc−3 (nth = 1 cm−3) and Tth = 104 K. In simulations of Ceverino et al.

(2014), which have adopted the same subgrid model as Ceverino et al. (2017), over 90 % stars

are formed at T < 103 K, and over 50% the stars form at 300 K. Satisfying the above conditions,

stellar particles are formed with a single stellar population (SSP). SSP is characterized by IMF,

age and metallicity. Chabrier IMF (Chabrier 2005) is adopted in our simulations.

We also set star formation rate density (ρ̇⋆) which follows Kennicut-Schmidt low (Kennicutt

1998) (ρ̇⋆ ∝ ρ1.5);

t⋆ ∝ tdyn ∝ ρ−1/2
gas (B.7)

ρ̇⋆ =
ρ

t⋆
= C⋆

ρ

tdyn
∝ ρ1.5, (B.8)

where t⋆ is a timescale of star formation for gas cell with density of ρgas and a parameter C⋆ is

calibrated to match observations. Stars form in a time step of ∆tSF = 5 Myr which is determined

by Courant condition. During the time step ∆tSF, star formation in a gas cell with density of

ρgas occurs with the following probability,

P⋆ = min

(
0.2,

√
ρgas

1000ρth

)
(B.9)

Also, SFR for a single stellar particle formation is proportional to the gas density as the following

(Kravtsov 2003):
dρ⋆,young

dt
=
ρgas
τ
, (B.10)

where τ is a constant star formation time scale which is set to be τ = 12 Myr in our simulation,

which is consistent with the gas consumption time scale. The mass of new stellar particles is

determined by integrating eq.B.10,

m⋆, young = mgas
dtSF
τ

, (B.11)
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where mgas is the gas mass. Notice that eventhough star formation time step is set to dtSF =

5 Myr, gas dynamics are calculated with a maximum time resolution of ∼ 1 kyr.

The conversion of gas into stars evacuates the gas density, momentum and total energy.

Therefore, eq.B.1, B.2, and B.3 have the sink terms Sρgas ,Su,SE when star formation occurs;

Sρgas,SF = −ρgas
τ

(B.12)

Su,SF = −u

τ
(B.13)

SE,SF = −E
τ

(B.14)

At the same time, metals in the gas are also evacuated at the star formation and the corre-

sponding sink terms in eq.B.6 are

SZi,SF = −ρZi

τ
(i = SNII, SNIa). (B.15)

B.3 Stellar feedback

Stellar feedback occurs from stellar winds and supernova (SN) explosions (Ostriker & Shetty

2011). and works as a heating source. The heating rate Γ in eq.B.3 is given as

Γ =
1

V

∑
i

MiΓ
′(tage,i), (B.16)

where Mi, ti is the mass and the age of each stellar particle. The specific heating rate is denoted

Γ′ and the feed back type is different from the age of star particles as follows,

• 0 < tage < 40 Myr: stellar winds by massive stars and Type-II SNe

• tage > 40 Myr : stellar winds from AGB stars

• tage ∼ 1 Gyr: Type-Ia SNe.

Stellar winds are driven by massive stars with M ≥ 5 M⊙ during the first 6 Myr of stellar

evolution (Lamers & Cassinelli 1999), and we incorporate the thermal feedback as a constant

heating rate for over 40 Myr, which is the typical age of the lightest star that explodes as a core-

collapse supernova1. The constant heat rate Γ′ is Γ′ = 1.18×1034 erg/s/M⊙, which corresponds

to the injection of ESNII = 2 × 1051 erg from stellar winds and SN explosions of massive stars

with M > 8 M⊙.

After 40 Myr, thermal feedback comes from stellar winds from AGB stars, whose injection

rate is 6 orders lower than the previous thermal feedback in the first 40 Myr.

Also, we assume SNIa injection with a time scale of 1 Gyr and the event rate is 3 orders

lower than that of CCSNe and the corresponding specific heating rate is

Γ′
SNIa(tage) = ESNIa ×

dNSNIa

dtdM
(tage), (B.17)

1In the first few Myr, stellar winds from massive stars such as OB main-sequence stars and WR stars are
dominant. The later energy injection is CCSNe. The stellar winds, SNe have roughly the same momentum
ejection (Agertz et al. 2013).
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where the energy of one SNIa is ESNIa = 1051 erg and the SNIa event rate is written as the

following formula;
dNSNIa

dtdM
(tage) =

fSNIa

1.75tpeak
e−x2√

x, x =
tpeak
tage

, (B.18)

where fSNIa is the number of SNIas per solar mass calculated by assumed IMF, and tpeak = 1 Gyr

is the peak time scale of the SNIa event rate. The heating rate Γ′ from SNIa is 3 orders lower

than that from SNII.

B.4 Metal enrichment

The metal enrichment of from SNII and SNIa is considered separately because both supernova

time-scales and release metal yields are quite different.

Single stellar particles release SNII metals in the first 40 Myrs as explained in section B.3.

The total mass of heavy elements from SNII is FZ,SNIIM⋆, where M⋆ is the mass of the stellar

population and FZ,SNII is the metal mass fraction averaged over the IMF ψ(m) within the range

of [mmin,mmax];

FZ,SNII =

∫mmax

8 mψ(m)fZ,SNII(m)dm∫mmax

mmin
mψ(m)dm

, (B.19)

where fZ,SNII(m) is the mass fraction in metals from a Type-II SNe of a star with mass m and

is modeled as the following by Woosley & Weaver (1995);

fZ,SNII(m) = min(0.2, 0.01m− 0.06). (B.20)

Finally, the feedback source term SZi,FD is expressed as

SZSNII,FD =
FZ,SNIIρ⋆
40 Myr

. (B.21)

For a single SNIa, we set a fixed mass of ejected metal of mZSNIa
= 1.3 M⊙ for 3− 8 M⊙ stars,

and the feedback source term becomes

SZSNIa,FD = mZ,SNIa
dNSNIa

dtdM
ρ⋆. (B.22)

B.5 Stellar mass loss

A stellar population loses mass through SNe and stellar winds from massive stars, WR or AGB

stars. Stellar mass loss events inject mass, momentum, energy and metals to the surrounding

gas. We introduce mass loss rate floss(tage) as a function of the age of a single stellar population

tage provided by Jungwiert et al. (2001);

floss (tage) ≡ −
˙M⋆(tage)

M⋆(tage = 0)
=

c0
tage + T0

, (B.23)
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where coefficients have the constant values of c0 = 0.05 and T0 = 5 Myr. Therefore, the mass of

SSP at age t1 is obrained by integrating eq.B.23,∫ t1

0
floss(t)dt =

M(t1)−M(0)

M(0)
=

∫ t1

0

c0
tage + T0

dt (B.24)

∴ M(t1) =

[
1− c0 log

(
t1 + T0
T0

)]
M(0) (B.25)

For example, the SSP with age t1 = 40 Myr has mass of M(40 Myr) = 0.89 M(0), which

indicates that 10% of the stllar mass is lost during the first 40 Myr by SNII and stellar winds

from masssive stars.

Finally, the source term in the continuity equation (eq.B.1) coming from stellar mass loss

can be expressed as;

Sρgas,ML =
∑
i

ρ⋆ (tage,i = 0) floss (tage,i) , (B.26)

where the sum includes all stellar particles within a given gas cell with an initial stellar density

of ρ⋆ (tage,i = 0) and an age tage,i. Based on Sρgas,ML , the source terms in the momentum, energy,

metal equations (eq.B.2, B.3, B.6) can be expressed as

Su,ML =
Sρgas,ML

ρgas
v (B.27)

SE,ML = Sρgas,ML

(
u · v + u2/2

)
(B.28)

SZSNII,ML = Sρgas,MLFZ,SNII (B.29)

SZSNIa,ML = Sρgas,MLFZ,SNIa, (B.30)

where v̄ is the velocity averaged over all stellar particles in the given gas cell, u is the gas

velocity, and FZ,SNII and FZ,SNIa are the mass fractions of metals obtained in eq. B.19.

B.6 Runaway stars

We also conside the effect of runaway stars, which has large velocity of 30 km/s. Runaway stars

are mainly OB massive stars(Blaauw 1961) and one of their origins is kick due to SNe of the

conterpart star of its binary system. Our simulation assign a kick velocity of ∼ 10 km/s to 30%

of the newly formed stellar particles.

B.7 Radiative Pressure Feedback

Massive stars produce quite amounts of ionizing photons and radiation pressure Prad is added

as a non-thermal pressure. This ionizing radiation injects momentum of gas cells which contain

stellar particles younger than 5 Myr and whose column density is NHI > 1021 /cm2.

Prad,UV is expressed by the intensity I, the mass of a stellar mass particlemstar, the luminosity

of ionizing photons per unit stellar mass Γ′, and an assumed spherical area A,

Prad,UV =
4π

3c
I =

4π

3c

Γ′m⋆

A
=

Γ′m⋆

R2c
(∵ A = 4πR2) (B.31)
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The value of Γ′ is Γ′ = 1036 erg/s/M⊙ from STARBURST99 (Leitherer et al. 1999), and is teh

time-averaged luminosity per unit mass of the ionizing radiation for the first 5 Myr of the SSP

evolution. When NHI > 1021 /cm2, the gas cloud is optically thick and the ionzing radiation is

trapped effectively.

Furthermore, our simulations include infrared(IR) radiation pressure, which is effective when

the gas density is ngas > 300 cm−3. IR photons are absorbed by dust and scattered many times

and can be enhanced significantly. This multiple scattering increase the radiation pressure

Prad,IR in the proportion to the dust optical depth (Agertz et al. 2013; Hopkins et al. 2011;

Murray et al. 2010). Prad,IR is given by

Prad,IR = (1 + τIR)Prad, τIR =
ngas

300 cm−3
. (B.32)

The total pressure Ptot is the sum of thermal and radiative pressure,

Ptot = Pthemal + Prad,UV + Prad,IR. (B.33)

B.8 Other effects

We set a uniform UV background with redshift dependence (Haardt & Madau 1996) where the

ngas < 0.1 cm−3. In the case of ngas > 0.1 cm−3, UV background is suppressed significantly and

we use the value of 5.9× 1026 erg/s/cm2/Hz, which reproduce the partial self-shielding of dense

gas. This shielding effect allows dens gas to cool to ∼ 300 K. The heating rate is calculated by

the feedback models explained above.

We did not include AGN feedback on sub-L∗
2 galaxies because it is a minor effect.

2L∗ is a characteristic luminosity.



Appendix C

stellar mass - SFR relationship

We study not only the metallicity evolution of high-z galaxies, but also study another important

relationship, M⋆−SFR relationships. There is a strong correlation between the star formation

rate (SFR) and the stellar mass (M⋆) of main sequence galaxies observed at a given redshift.

The stellar mass gives the information on star formation mechanisms and its efficiencies, such as

gas accretion rates, feedback and so on. The M⋆−SFR relationships have been well studied and

have a highly consistent framework from z = 6 to z = 0 by (Speagle et al. 2014). In this section,

we investigate the redshift evolution of the stellar mass-SFR relationships from z = 6 to z = 9

in Figure C.1. We compare our FirstLight samples with galaxies which [Oiii] 88µm lines are

observed by ALMA, the new samples in CANDELS field by HST (Tacchella et al. 2022), and the

latest data from JWST observation; GLASS-JWST ERS program by NIRCam (Leethochawalit

et al. 2022), and three galaxies around the galaxy cluster SMACS J0723 (Curti et al. 2022). We

show the extrapolation from Speagle et al. (2014) at z = 6 as a dashed line.

To strengthen the reliability of our results, we also compare FirstLight simulation results

with other samples from independent numerical simulations; FLARES simulations(Lovell et al.

2021), with the dustyGadget simulations(Di Cesare et al. 2022; Graziani et al. 2020), large-

scale cosmological simulations(Moriwaki et al. 2018; Shimizu et al. 2016), SERRA simulations

(Pallottini et al. 2022), and SIGAME simulations (Olsen et al. 2017). FLARES, SERRA, and

SIGAME simulations adopt a zoom-in technique as the same as our simulations. dustyGadget

implements dust models into their cosmological simulations to follow the evolution of dusty

galaxies at z ≥ 4. Despite differences of simulation methods, the predicted stellar mass-SFR

relationships agree with each other.
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Figure C.1: Stellar mass and SFR in the redshift range between 9 (top left) and 6 (bottom
right). Plots with errorbars in green, bule and red are the works from Tacchella et al. (2022),
Leethochawalit et al. (2022) and Curti et al. (2022). The ALMA observation plots in z = 7
(bottom left) are from Hashimoto et al. (2019); Inoue et al. (2016); Wong et al. (2022) and
Witstok et al. (2022). A black dashed line in z = 6 ( bottom right) is a fitting function from
Speagle et al. (2014).
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Figure C.2: Comparison of M⋆ - SFR between our work and other simulations. Gray plots are
our galaxy samples, black-dashed lines are linear fit from the dustyGadget simulation (Di Cesare
et al. 2022; Graziani et al. 2020), and blue-solid lines show the predictions from the FLARES
simulation (Lovell et al. 2021). Orange, green and red plots are simulated samples of Moriwaki
et al. (2018), Pallottini et al. (2022), and Olsen et al. (2017).



Appendix D

Flux density calculation

The line emissivity from each Hii region around a star particle is calculated in a unit of [erg/s/one
Hii region]. We then sum the emissivity and calculate the emissivity from each grid (3D) in a
unit of [erg/s/grid (3D)]. A real observation doe not have the information of z-direction, and we
project the pixel emissivity into x-y plane and get the 2D pixel emissivity in a unit of [erg/s/pixel
(2D)].

The NIRSpec IFU observation data is obtained in a unit of [MJy/sr] for IFU data, and a
unit of [erg/s/cm2/Å] for spectrum. Therefore, we have to convert our simulated output unit
into an observation unit to produce mock data.

D.1 Surface flux density calculation

We consider one galaxy sample (FL939) at z = 6.93, which have [Oiii] 88 µm luminosity of

L[Oiii] 88(z = 6.93) = 2.52× 1041 erg/s/pixel(2D). (D.1)

The comoving distance to z = 6.93 is Dc = 8804 Mpc = 2.71× 1028 cm. The luminosity in eq.
D.1 is the value at z = 6.93. One second at z = 6.93 is 1 × (1 + z) seconds at z = 0 and the
luminosity for an observer at z = 0 is

L[Oiii] 88(z = 0) = L[Oiii] 88(z = 6.93)/(1 + z) erg/s/pixel. (D.2)

The observed flux at z = 0 is

F (z = 0) =
L(z = 0)

4πD2
c

=
2.52× 1041/(1 + 6.93)

4π × (2.71× 1028)2
= 3.422× 10−18 [erg/s/cm2/pixel]. (D.3)

For the calculation of flux density, we have to consider the flux per frequency (/Hz). Notice
that the wavelength is stretched by redshift. Let us assume the linewidth is ∆v(z = 6.93) =
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100 km/s. From the doppler shift relationship v/c = −(ν−ν0)/ν0, we obtain ∆ν as the following,

∆ν(z = 6.93) ≡ ν0 − ν =
∆v

c
ν0 (D.4)

=
1.0× 107 cm/s

3.0× 1010 cm/s
× 3406× 109 Hz (∵ 3406 GHz for [Oiii] 88µm )

(D.5)

= 1.13× 109 Hz. (D.6)

The frequency ∆ν(z = 0) is decreased by redshift;

∆ν(z = 0) =
∆ν(z = 6.93)

(1 + z)
. (D.7)

The flux density at z = 0 is

fν(z = 0) =
F (z = 0)

∆ν(z = 0)
=

3.422× 10−18

1.13× 109
Jy/pixel. (D.8)

For the calculation of integral flux density at z = 0, we multiply the flux density fν(z = 0) by
∆v [cm/s]1. We obtain the integral flux density as the following,

Fν(z = 0) = fν(z = 0)×∆v × 10−5 [Jy km/s/pixel] (D.9)

=
F (ν = 0)

∆ν(z = 0)
×∆v × 10−5 (D.10)

= F (ν = 0)× c(1 + z)

∆vν0
×∆v × 10−5 [erg/s/cm2/Hz · km/s/pixel] (D.11)

= F (ν = 0)
c(1 + z)

ν0
× 10−5 × 1023 [Jy km/s/pixel] (D.12)

= 3.422× 10−18 × 3× 1010 × (1 + 6.93)

3406× 109
× 10−5 × 1023 (D.13)

= 0.239 Jy km/s/pixel (D.14)

Notice that we do not need the information of line width ∆v for the calculation of integral flux
density.
One side length of the pixel is 0.1 pkpc = 0.1/5.378 arcsec. Therefore, 1 pixel satisfies

1 pixel = 3.46× 10−4 arcsec2. (D.15)

The surface flux density at z = 0 is

Sν(z = 0) =
Fν(z = 0)

3.46× 10−4
× 103 [mJy km/s arcsec2]. (D.16)

The unit of surface flux density [mJy km/s arcsec2] is often used by ALMA observation.

1∆v has a unit of [km/s] and the redshift effects on the distance and time are canceled and the value of ∆v is
same at both z = 6.93 and z = 0.
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D.2 NIRSpec IFU

D.2.1 Spectrum in a unit of [erg/s/cm2/Å]

Let us consider the emission line [Oiii] 5007Åfrom z = zi, i.e., the observed wavelength is λobs =
5007× (1+zi) Å. We have line emissivities in each 3D grid as L[Oiii] 5007(z = zi)[erg/s/grid(3D)].
We assume that the line width depends on only wavelength resolution as

∆v =
∆λobs,reso
λobs

· c = c

R
∼ 111 km/s. (D.17)

We calculate the flux for each grid (3D) as same as eq. D.3

F (z = 0) =
L[Oiii] 5007(z = 0)

4πD2
c

(D.18)

=
L[Oiii] 5007(z = zi)

(1 + zi)4πD2
c

[erg/s/cm2/grid], (D.19)

where Dc is comoving distance to z = zi
2. NIRSpec observation has a wavelength resolution of

R = 2700 and the minimum wavelength interval ∆λobs,reso is

∆λobs,reso =
λobs
R

=
λrest × (1 + z)

2700
(= 14.8 Å for [Oiii] 5007 Å). (D.23)

The flux density fλ is calculated by dividing the flux F by ∆λ. ∆λ(z = zi) is derived by using
doppler shift relationship (λ− λ0)/λ0 = ∆v/c,

∆λ(z = zi) = λ− λ0 (D.24)

=
∆v

c
· λ0 (D.25)

=
∆λobs,reso
λobs

c · λ0
c

(∵ eq. D.17) (D.26)

=
λ0
R

(D.27)

∴ ∆λ(z = 0) = ∆λ(z = zi)× (1 + zi) =
λobs
R

= ∆λobs,reso (D.28)

We then obtain the flux density as following,

fλ(z = 0) =
F (z = 0)

∆λ(z = 0)
=
F (z = 0)

∆λobs,reso
[erg/s/cm2/Å/grid]. (D.29)

Next, we have to convert 3D grid information (x, y, z) into 3D IFU information (x, y, λ).
The line-of-sight velocity vLOS of each grid is calculated as the average of z-direction velocity

2The comoving distance at z = zi can be derived as

Dc =

∫ zi

0

cdz

H(z)
(D.20)

H = H0

√
Ωr0(1 + zi)4 +Ωm0(1 + zi)3 +ΩK0(1 + zi)2 +ΩΛ0 (eq. 1.37) (D.21)

= H0

√
Ωm0(1 + zi)3 +ΩΛ0 (for flat and matter-dominant universe). (D.22)
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of gas cells, which is weighted by density. The wavelength of the emitted line from each grid is
doppler-shifted as the following,

λobs = λobs,0 +∆λ (D.30)

= λobs,0 +
vLOS

c
λobs,0 (D.31)

=
(
1 +

vLOS

c

)
λobs,0. (D.32)

The flux density in eq. D.29 is equals to

fλ(z = 0) [erg/s/cm2/Å/grid] ⇐⇒ fλ(z = 0) [erg/s/cm2/Å/pixel] at λ = λobs. (D.33)

We sum the flux density [erg/s/cm2/Å/pixel], whose λobs is in the range of [λobs ±∆λobs,reso],

and finally obtain the spectrum for one whole galaxy in a unit of [erg/s/cm2/Å]3.

D.2.2 Flux density in a unit of MJy/sr

We calculate flux density for each grid (eq. D.29) and sum up the flux density at each 2D pixel
at each wavelength λ = λobs.

fν(z = 0) =
F (z = 0)

∆ν(z = 0)
=
F (z = 0)

∆νobs,reso
[erg/s/cm2/Hz/grid], (D.34)

where ∆νobs,reso = νobs/R assuming the line width as ∆v. Then we get the 2D flux distribu-
tion in a unit of [erg/s/cm2/Hz/pixel] at each wavelength. Finally we convert the unit from
[erg/s/cm2/Hz/pixel] to [MJy/sr].

D.2.3 Conversion of kpc to arcsec

Angular diameter distance at z = zi is written as

dA(zi) =
Sk[Dc(zi)]

1 + zi
. (D.35)

where Sk(Dc) is

Sk(x) =



sinh
(√

−Kx
)

√
−K

(K < 0)

x (K = 0)

sin
(√

Kx
)

√
K

(K > 0)

(D.36)

Here x is comoving distance (= Dc). In the flat universe, i.e., K = 0, the angular disance is

dA(zi) =
Dc(zi)

1 + zi
. (D.37)

3Notice that the unit does not include per pixel
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The conversion factor C is calculated as following,

1 arcsec = C kpc (D.38)

= dA(zi) [kpc]× θ [radian] (D.39)

= dA(zi)×
1 arcsec × π

180× 3600
[kpc] (D.40)

The conversion from arcsec2 to sr is

1 arcsec2 = 2.35× 10−11 str (D.41)

For instance, the comoving distance to z = 7 is Dc = 8.826× 106 kpc and the conversion is

1 arcsec =
8.826× 106

1 + 7
× 1× π

180× 3600
= 5.349 kpc. (D.42)

NIRSpec observation has a spatial resolution of dlobs =0.1 [arcsec/pixel]. Therefore, the conver-
sion of pixel to sr is

1 pixel = dlobs
2 × 2.35× 10−11 sr (D.43)
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