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太陽物理学の３大課題

• 太陽大気加熱問題（どうして太陽の外側の大気
は熱いのか？含むコロナ加熱、太陽風加速など）

• 太陽フレアに関する問題（含むフレアトリガー、粒
子加速、質量放出など）

• 太陽活動長期変動に関する問題（含むダイナモ、
総放射変動、マウンダー極小期など）

堀田さんのお話

物理実験場としての太陽大気
共通の物理： 磁気リコネクション
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4 第 1 章 抵抗性磁気リコネクション

（??）より、ゆっくりとしたプラズマ運動が無視できるとして、

τ ∼ 4πσδ2

c2
(1.1)

電流シートに向かって流れ込むプラズマ速度 Uin は、

Uin ∼ δ

τ
=

c2δ

4πσδ2
= (

VA

Rm
)(

L

δ
) (1.2)

ここでアルフベン速度 VA = B0/
√

4πρ, 磁気レイノルズ数 Rm =

4πσVAL/c2。プラズマは流入とともにジュール加熱で高温になるが、外
側の磁場の強い領域と圧力平衡にあることから、電流シートでのガス圧
Pnsは、

Pns ∼
B2

0

8π
(1.3)

またこのガス圧によりプラズマが中心部分から両側に加速されるとする
と、流出速度 Uout とガス圧 Pnsとには、

Pns ∼
1
2
ρU2

out (1.4)

の関係が成り立つ。よって、

Uout ∼
B0√
4πρ

= VA. (1.5)

一方、連続の方程式より、流入する速度 Uin と流出速度 Uout には、それ
ぞれのスケールサイズを Lおよび δと置くことにより、

LUin = δUout (1.6)

以上から、

Uin =
VA√
Rm

,
δ

L
=

1√
Rm

(1.7)

この磁場の拡散およびプラズマ加速の理論は、Sweet(スイート)と Parker

（パーカー）によって 1958年ごろに太陽コロナの加熱を説明する目的で
研究されたものであるが、プラズマ流入速度は磁気レイノルズ数の平方根
に比例するので、太陽コロナのような大きな磁気レイノルズ数の媒質中で
は、十分な磁場のエネルギーを散逸できないとされている。実際太陽コロ

磁気レイノルズ数は１０＾１４程度
古典的な太陽での抵抗値を使うとフレアを起こすのに３００万年かかる

電磁流体力学



Sweet Parker vs Petschek
名古屋大学D2の柴山さん提供



Plasmoid-Unstable Reconnection

Shibayama et	al.	2015
動画柴山さん提供



Collisionless Reconnection
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Figure 15
MRX (Magnetic Reconnection Experiment) scaling; effective resistivity η∗(=E/j ) normalized by the Spitzer
value ηSP versus the ratio of the ion skin depth to the Sweet-Parker width is compared with numerical
calculation of the contributions of Hall effects to the reconnection electric field. The simulations were based
on a 2D two-fluid code. From Yamada et al. 2006.

of the ion skin depth to the Sweet-Parker layer thickness, δSP, was shown in Equation 6 to be
proportional to (λmfp/L)1/2, following Yamada et al. (2006).

In MRX the classical rate of reconnection with the Spitzer resistivity is obtained when the
resistivity is large enough to satisfy δi < δSP. When the ion skin depth becomes larger than δSP,
the reconnection layer thickness is expressed by 0.4 δi and the reconnection rate is larger than the
classical reconnection rate determined by Spitzer resistivity. Figure 15 presents an MRX scaling
for effective resistivity η∗ = ηeff /ηS, (ηeff ≡ E/j ) normalized by the Spitzer value ηS in the center
of the reconnection region. Because in resistive MHD, E is balanced by the Ohmic term in the
diffusion region, whereas in two-fluid MHD the Hall term is important as well, ηeff represents
the effective resistivity generated by two-fluid effects.

The MRX data set is compared with scaling obtained in a recent Hall MHD numerical simu-
lation using a two-fluid MHD code (Breslau & Jardin 2003). The horizontal axis represents the
ratio of the ion skin depth to the classical Sweet-Parker width δSP = L/S1/2, where L was set to be
20 cm, the system scale. Figure 15 experimentally confirms an important criterion for two-fluid
effects to come into play, namely, the reconnection resistivity (or reconnection speed) that takes off
from the classical Spitzer value (or the Sweet-Parker reconnection rate) when the ion skin depth
δi becomes larger than twice the Sweet-Parker width δSP.

The apparent agreement of MRX scaling with a two-fluid Hall MHD (with resistivity included)
code has an important implication. It indicates that anomalous resistivity is primarily accounted
for by the laminar Hall effect, when the Spitzer resistivity is not large enough to balance the
large reconnecting electric field in fast magnetic reconnection. Even with the presence of other
energy dissipation mechanisms, the reconnection electric field primarily can be represented by
the laminar Hall effect, namely, jHall × B term, and this is consistent with the MRX data shown
in Figure 15.
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Figure 4
Sketch of magnetic field geometry in collisionless reconnection. The ions decouple from the electrons at a distance δi ≡ c /ωpi from the
neutral line. The electrons continue flowing inward and the field is reconnected within the much thinner electron diffusion layer.

2.4. Collisionless Reconnection
Up to now, we have used the resistive MHD form of Ohm’s Law, given by Equation 1 with v, fluid
velocity. The meaning of Ohm’s Law is that in a steady state, the Lorentz force on the electrons
is balanced by frictional drag due to collisions. Thus, v is understood to be the electron velocity
ve. Using the relation J ≡ (vi − ve )ene (valid for singly charged ions in a quasineutral plasma) and
assuming v ∼ vi, Ohm’s Law can be written in a form that accounts for ve ̸= vi :

E + v × B
c

− J × B
ene c

= J
σ

. (4)

The J × B term in Equation 4 represents the Hall effect. When the Hall term dominates,
the in-plane electron flow into and out of the reconnection region corresponds to an in-plane
current. This differs from the Sweet-Parker and Petschek models, in which the current is entirely
perpendicular to the reconnection plane. The situation is sketched in Figure 4.

Consider the out-of-plane ( ŷ) component of Equation 4 near the magnetic X-point. It can be
shown that the ion velocity vi ∼ v approaches zero on scales below the so-called ion inertial length
or ion skin depth δi (see Table 1 and Equation 8). One can think of δi as the gyroradius of an ion
moving at the Alfvén speed: δi = vA/ωc i . On scales δ < δi, E is supported by the Hall term or the
resistive term (electron pressure can also play a role, but we ignore that for the time being).

The out-of-plane component of the Hall term can be written in terms of Ampere’s Law as
(

J × B
ene c

)

y
= B · ∇By

4πene
. (5)

Equation 5 shows that the in-plane current generates an out-of-plane field, By. We can derive the
spatial form of By from the behavior of Jx and Jz near the X-point. Because Jx represents electron
inflow and Jz represents electron outflow, Jx ∝ x and Jz ∝ −z. From Ampere’s Law, By ∝ xz, that
is, the out-of-plane field has a quadrupole pattern.

When do we expect the Hall effect to be important in reconnection? Recall that in MHD
reconnection, the electric field is inductive outside the reconnection region and resistive within
it. Because the Hall effect takes place on scales less than δi, we expect Hall reconnection when
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Yamada +, 2006

Current sheet thickness
< ion inertia length

Collisionless (Hall) RXà Fast RX
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Figure 1. The reconnected magnetic flux versus time from a variety of simulation models: full 
particle, hybrid, Hall MHD, and MHD (for resistivity r/-0.005). 

phase speed is the factor which limits the electron out- 
flow velocity from the inner dissipation region (where 
the electron frozen-in condition is broken) the electron 
outflow velocity should scale like the whistler speed 
based on the electron skin depth. This corresponds to 
the electron Alfv•n speed vAe = v/B2/4•men. With 
decreasing electron mass the outflow velocity of elec- 
trons should increase. This trend has been clearly iden- 
tified in particle simulations [Hesse et al., 1999; Hesse 
et al., this issue; Pritchett, this issue]. A series of sim- 
ulations in the hybrid model confirmed the scaling of 
the outflow velocity with vAe and that the width of the 
region of high outflow velocity scales with c/v:pe [Shay 
et al., this issue]. The flux of electrons from the inner 
dissipation region is therefore independent of the elec- 
tron mass, consistent with the general whistler scaling 
argument. 

As noted previously, excess dissipation in the Hall 
MHD models reduces the reconnection rate below the 
large values seen in particle models. On the other hand, 
large values of the resistivity are required in the simu- 
lations to prevent the collapse of the current layers to 
the grid scale. The reason is linked to the dispersion 
properties of whistler, which controls the dynamics at 
small scale. Including resistivity r/= m•i/ne 2, 

Even as k --> cx•, the dissipation term remains small 
compared with the real frequency as long as 
There is no scale at which dissipation dominates prop- 
agation. The consequence is that current layers be- 
come singular unless the resistivity becomes excessive, 
even when electron inertia is retained. The resolution 
of the problem is straightforward. Dissipation in the 

magnetic field equation proportional to V p with p _) 4 
can be adjusted to cut in sharply around the grid scale 
and not strongly diffuse the longer scale lengths which 
drive reconnection. Such dissipation models are there- 
fore preferable to resistivity in modeling magnetic re- 
connection with hybrid and Hall MHD codes. 

The key conclusion of this project is that the Hall 
effect is the critical factor which must be included to 
model collisionless magnetic reconnection. When the 
Hall physics is included the reconnection rate is fast, 
corresponding to a reconnection electric field in excess 
of 0.2Bov•/c. For typical parameters of the plasma 
sheet (n .• 0.3cm -3 and B -• 20 nT), this rate yields 
electric fields of order 4 mV/m. Several caveats must, 
however, be made before drawing the conclusion that 
a Hall MHD or Hall MHD code would be adequate to 
model the full dynamics of the magnetosphere. The 
conclusions of this study pertain explicitly to the 2-D 
system. There is mounting evidence that the narrow 
layers which develop during reconnection in the 2-D 
model are strongly unstable to a variety of modes in 
the full 3-D system. Whether the Hall MHD model 
provides an adequate description of these instabilities 
and whether these instabilities play a prominent and 
critical role in triggering reconnection and the onset of 
substorms continues to be debated. 
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this paper. 
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Generalized Ohm’s Law

1.4 Application of the Generalized Ohm’s Law

磁気拡散領域では対流電場 v ×Bは小さくなるため、この周辺における電場を正しく扱うためには、一
般化されたオームの法則を適用する必要がある。電子とイオン（陽子）からなるプラズマに対する一般化
されたオームの法則は次のようにかける。

E + v × B = ηj +
me

ne2

[

∂j

∂t
+ ∇ · (jv + vj)

]

− 1
ne

∇ · P e +
1
ne

j × B (4)

ここで、meは電子の質量（miはイオンの質量、me/mi << 1を仮定）、n (= ne ≃ ni)は電子もしくはイ
オンの数密度、P eは電子の圧力テンソル、ηは電気抵抗率。
一般化されたオームの法則の右辺を無視できるかどうかは、右辺の各項と左辺の大きさをそれぞれ比較

することによって決められる。このとき、Faradayの法則を使うと |E| ≈ V Bとなることを利用する。
右辺第 1項、

|ηj|
|E|

=
| η
µ0
∇× B|
|E|

≈ η

µ0

B/L

V B
=

VA

V

λη

L

ここで、λη = η/µ0VAは拡散長、Lと V はそれぞれ系に特徴的な長さ（空間変化のスケール）と特徴的
な速さ、VA = B/

√
µ0nmiはアルベン速度。

右辺第 2項（第 3項、第 4項も同じ）、

| me
ne2

∂j
∂t |

|E|
=

| me
µ0ne2

∂
∂t(∇× B)|
|E|

≈ λ2
e
(V/L)(B/L)

V B
=

(
λe

L

)2

ここで、λe = c/ωpeは電子の慣性長、ωpe =
√

ne2/ε0meは電子のプラズマ振動数。
第 5項、

| 1
ne∇ · P e|

|E|
≈ (1/ne)(nmev2

e/L)
V B

=
ve

V

λLe

L

ここで、λLe = ve/ωceは電子のラーマー半径、ve は電子の熱速度、ωce = eB/me は電子のラーマー周
波数。
第 6項、

| 1
nej × B|

|E|
=

| 1
µ0ne(∇× B) × B|

|E|
≈ 1

µ0ne

B2/L

V B
=

VA

V

λi

L

ここで、λi = c/ωpiはイオンの慣性長、ωpi =
√

ne2/ε0miはイオンのプラズマ振動数。
以上から、(4)式右辺の各項に関連する特性長は、第 1項が拡散長（λη）、第 2項、第 3項それに第 4項

が電子の慣性長（λe）、第 5項が電子のラーマー半径（λLe）、第 6項がイオンの慣性長（λi）であり、こ
れらが空間変化のスケール Lに比べて十分小さければ、その項は省略可能となる。
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ここで、λη = η/µ0VAは拡散長、Lと V はそれぞれ系に特徴的な長さ（空間変化のスケール）と特徴的
な速さ、VA = B/

√
µ0nmiはアルベン速度。

右辺第 2項（第 3項、第 4項も同じ）、
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ここで、λe = c/ωpeは電子の慣性長、ωpe =
√

ne2/ε0meは電子のプラズマ振動数。
第 5項、

| 1
ne∇ · P e|
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≈ (1/ne)(nmev2

e/L)
V B

=
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V

λLe

L

ここで、λLe = ve/ωceは電子のラーマー半径、ve は電子の熱速度、ωce = eB/me は電子のラーマー周
波数。
第 6項、

| 1
nej × B|
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ここで、λi = c/ωpiはイオンの慣性長、ωpi =
√

ne2/ε0miはイオンのプラズマ振動数。
以上から、(4)式右辺の各項に関連する特性長は、第 1項が拡散長（λη）、第 2項、第 3項それに第 4項

が電子の慣性長（λe）、第 5項が電子のラーマー半径（λLe）、第 6項がイオンの慣性長（λi）であり、こ
れらが空間変化のスケール Lに比べて十分小さければ、その項は省略可能となる。
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磁場の拡散スケール

電子のジャイロ半径

イオン慣性長



太陽フレアと磁気圏サブストーム

典型的な空間スケール = 100 Mm 典型的な空間スケール= 100 Mm
同じ

磁気リコネクション

同じ

太陽フレア 磁気圏サブストーム

典型的な速度= 1000 km/s 典型的な速度= 1000 km/s

磁気リコネクション

巨視的空間スケール(境界条件)              → S：105 km E：105 km        同じ
微視的空間スケール（粒子の旋回半径） → S：10-3 km E：103 km 6桁違う
衝突スケール(クーロン衝突) → S：102 km E：108 km 6桁違う
巨視的 > 衝突 >> 微視的 衝突 >> 巨視的 > 微視的



違い

希薄なプラズマ

濃いプラズマ

巨視的 > 衝突 >> 微視的

衝突ーマクロカップリング

衝突 >> 巨視的 > 微視的

ミクロ-マクロカップリング

典型的な空間スケール = 100 Mm 典型的な空間スケール= 100 Mm
同じ

太陽フレア サブストーム



太陽大気構造



国立天文台
岡本丈典氏提供

ガリレオ・ガリレイ 1564~1642
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可視連続光(400~700nm)

電波(1mm)X線 (0.2~20nm) 極端紫外線（10~20nm）



ＳＤＯ衛星が観測した
2011年8月2日の太陽

彩層

太陽コロナ

100万度の
高温プラズマ
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太陽フレア：黒点のエネルギーの爆発現象
水爆の10万個～1000万個分のエネルギー

太陽のX線観測
ようこう衛星



太陽コロナの謎

• 100万度のプラズマ

17

Ｘ線で見た太陽

可視光で見た太陽

6000度

100万度

太
陽
表
面

コ
ロ
ナ

彩
層

温度遷移層

加熱

１万度

十万度

百万度

温度

太陽表面からの高さ



コロナ加熱問題

• なぜコロナは熱いか？
太陽表面は 6,000度であるのに対して上空のコロ
ナは 100万度もある
どうやって加熱しているのか？

可視光（6000度）
＝太陽表面

X線 （100万度）
＝コロナ（上空）



• 磁場の役割

– ナノフレア加熱
• 見えないくらい小さな爆発がたくさん
ある

• エネルギー源として十分にあるか？

– 波動加熱
• 磁場を揺すって、熱に換える
• どうやって波を熱に換えるのか
• 観測されている波は十分にあるの
か？

コロナ加熱問題の解明

太陽表面

太陽表面

熱
熱 熱 熱

熱

磁場

熱



波によるコロナ加熱
グラニュールにより揺らされる？

波動発生→コロナ加熱？
アルフベン波が重要？ （シミュレーション）



エネルギーの定量的評価

活動領域 静穏領域 コロナホール

＾７ １０＾５ １０＾５

Withbroe & Noyes, 1977

熱エネルギー 運動エネルギー

〜１０＾１０ 〜１０＾９

0.01~1%

コロナ加熱に必要なエネルギーフラックス（erg/cm2/s）

光球からのエネルギーフラックス（erg/cm2/s）

Tomczyk+,	Science	2007

Okamoto+,	Science	2007

波のエネルギーを見積もると活動領域を
加熱するには不十分。
時間分解能の問題でイメージング観測のみ
地上観測は空間分解能が足りないせいか？



ナノフレア

obtaining spectra over § 0.3Ǝ seems capable of 
measuring plasma parameters within the overall 
loop envelope. These observations will provide 
the density, temperature and plasma motion pro-
files of the loops with far better accuracy than 
possible with current instruments. Understand-
ing the sub-structure is crucial for determining 
energy flow in coronal loops and ultimately for 
understanding the physics of coronal heating.

A possible scenario is that these loops are 
heated by small-scale energy releases, often 
called nanoflares, occurring in the corona. One 
important issue is to observationally identify 
the time scales of heating. If nanoflares occur in 
a loop with high enough frequency, the plasma 
properties will resemble that of steady heating, 
producing substantially isothermal emission at 
2 – 3 MK. On the other hand, low-frequency 
nanoflares allow the loop to cool down before 
being reheated, which would result in a multi-
temperature structure where faint emission at 
extremely high temperatures (§ 7 – 10 MK) 

from Brooks et al. (2012) concludes that these 
loops contain at most few strands with sizes of 
few to several tenths of an arcsec. Moreover, 
very recent observations of the corona at §0.25Ǝ 
resolution obtained by the Hi-C NASA sounding 
rocket show that a resolution better than 0.35Ǝ 
is required to study these coronal structures (J. 
Cirtain, private communication). Figure 3.3 uses 
Hi-C images to show the effect of increasing 
spatial resolution from what currently available 
(EIS) to what achieved by Hi-C and foreseen for 
EUVST. It can clearly be seen how most of the 
coronal structures appear resolved at this reso-
lution (see also Brooks et al. 2013). 

On the other hand, in their cores, active regions 
have also hot (3 – 4 MK) loops, which are unre-
solved by AIA, probably also because they are 
densely packed. Spectroscopic measurements 
in the EUV have suggested that only 10% of 
the volume of hot coronal loops is filled with 
plasma, when they are observed with a spatial 
resolution of 2Ǝ − 3Ǝ (Warren et al. 2008). Thus, 

Figure 3.3: 46"×46" subfields of an Hi-C image both at native resolution (top) and convolved to EIS resolution (bottom). A 
PSF value of 0.2" to 0.3" is quoted by the Hi-C team. Here a value of 0.25" (180 km) was used.

6

Solar-C Mission proposal — Supplemental material

磁気リコネクション
Braiding	Structure

ひのでEISの解像度 ~2000km

Hi-Cロケット実験の解像度 ~200km



ナノフレア定量的な解析

1.5 < 𝛼 < 1.6???

Shimizu,	1995	など多数

１０＾２３

microflarenanoflare
突発的に高温成分
が生成

FeXVIII



Long period intensity oscillation

loops remain stable to temperatures above 1MK when only
“incomplete” condensations are formed.

Recently, long-period (several hours) intensity pulsations
have been found to be very common in active regions,
especially in loops (Auchère et al. 2014). These pulsations are
likely new observational signatures of the heating processes in
coronal loops.

In this paper, we analyze in detail some long-period
pulsation events found in loops to investigate the physical
mechanisms involved, using data from the Atmospheric
Imaging Assembly (AIA; Boerner et al. 2012; Lemen
et al. 2012) on board the Solar Dynamics Observatory
(SDO; Pesnell et al. 2012). This allows us to track long-period
intensity pulsation events simultaneously in six coronal EUV
channels: 94, 131, 171, 193, 211, and 335 Å. Compared to the
previous analysis in one EIT band (Auchère et al. 2014), we
can now perform physical diagnostics of the plasma. The three
cases that we present here show strong evidence for cycles of
evaporation and incomplete condensation. First, we present the
analyzed data in Section 2.1. Then, we move to the physical
analysis with a differential emission measure (DEM)

diagnostic in Section 2.2 and we give evidence for widespread
cooling in Section 2.3.

2. ANALYSIS OF 3 TYPICAL LOOP EVENTS

2.1. Data Sample

In order to detect long-period intensity pulsation events, we
use the automatic detection algorithm developed by Auchère
et al. (2014). The algorithm treats sequences of about 6 days of
data at a cadence of 13 minutes, which represents about 600
images. For each sequence, a region of interest (ROI) is tracked
by mapping these images into heliographic coordinates (with a
resolution of 0.2° in longitude and latitude) and compensating
for differential rotation. The data cube is analyzed in Fourier
space (obtained by a Fourier transform of the data cube along
the time axis) with respect to several criteria, the main one
being a detection threshold 10σ above an estimate of the
average local power. Using the database of images of EIT/
SOHO in the 195 Å passband, from 1997 January to 2010 July,
Auchère et al. (2014) reported 917 long-period intensity
pulsation events. About half of these events have been detected

Figure 1. Individual frames for event 1 for the six coronal channels of SDO/AIA on 2012 June 07 at 13:47 UT. This event is localized in NOAA AR 11499. These
images are displayed with a logarithmic scale and in heliographic coordinates. The green contour delimits the area of the pulsations detected at 335 Å. The black
contour delimits the area manually selected for detailed time series analysis.
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in active regions and 50% of these have been visually
associated with loops.

Here, we analyze data from AIA using the same detection
algorithm. The AIA raw data are read with the routine
read_sdo from the Interactive Data Language SolarSoftware
library. We normalize the intensities by the exposure time, and
so they are expressed in DN.pix−1.s−1 (DN: Digital Number).
In order to increase the signal-to-noise ratio (S/N), we start
from 4 × 4 binned images since the detected regions are large
(larger than the typical area of bright points). In addition, given
the detected periods, we use a cadence of 13 minutes. The
differential rotation is compensated for all passbands with the
rate measured in the 195 Å passband of EIT4 (Hortin 2003;
Auchère et al. 2014), which corresponds to the average 1 MK
corona. For more details about the detection algorithm, readers
should refer to Auchère et al. (2014). For the Fourier analysis
(Sections 2.1 and 2.2) and all of the cross-correlation
computations, we resample the time series using a linear
interpolation to ensure a regular cadence. We checked that the
resampling does not affect the detection of long-period
pulsations in the Fourier analysis, as it affects only high
frequencies. See Auchère et al. (2014, Appendix A: Sources of
spurious frequencies) for details about sources of spurious
detections. Since the time series have about 300 images
(sequences of three days of data), the σ10 detection threshold
corresponds to a confidence level of 99%.

From 2010 May to 2013 December, the code detected about
2000 events. As for the EIT-based study, 50% are localized in
active regions and about half of them are visually associated
with loops. Since we detect some events that have also been
detected with EIT (in 2010 May), we can discard definitely
instrumental artefacts as the cause for these long-period
intensity pulsations. Furthermore, since we do not apply any
filter to the data before Fourier analysis, it is also unlikely that
these events are an artefact of processing. Among the detected
events, we choose to analyze three events showing a strong
signal in loops, in order to investigate the underlying physical
processes in detail. These three events cover a large range of
periods. For the first event, the power peaks around 30.7 μHz,
i.e., 9.0 hr, for the second around 49.9 μHz, i.e., 5.6 hr, and for
the third around 72.9 μHz, i.e., 3.8 hr. We can thus explore the
possible relationship between frequency and physical proper-
ties. The three active regions with pulsating loops are also very
different with respect to their size. In addition, the three tracked
active regions have moderate activity with no flares above C-
class. To simplify the reading and because we reach the same
conclusions with the three events, we only present event 1 in
detail in the core of the text. Events 2 and 3 are presented,
respectively, in Appendices A and B with the same
progression.

Figure 1 represents the heliographic field of view for event 1
on 2012 June 07 at 13:47 UT in the six coronal channels of
SDO/AIA. We tracked NOAA AR 1499 during 154 hr (i.e.,
more than 6 days), from June 03, 2012 18:00 UT to 2012 June
10 04:29 UT. In order to minimize distortion effects due to the
heliographic mapping transformation5, we kept only three
central days in this sequence of six days, from 2012 June 05
11:14 UT to 2012 June 08 11:16 UT. For the rest of the data

analysis we will use this short sequence, unless otherwise
stated. The green contour in Figure 1 delimits the area of
pulsations detected at 335 Å, which is the passband with the
strongest signal (see. Figure 4). This contour is centered on
182.9° longitude and 25.3° latitude and has an area of 45.5
heliographic square degrees (corresponding to 5271 Mm2 on
the sphere). This contour fits the shape of large loops visible in
images. We manually selected a smaller contour in black to
delimit the area used for detailed time series analysis. This
contour is included in the contour detected at 335 Å and the
signal is strong for most of the passbands: more than σ7 of
normalized power, averaged over this contour for five
passbands (see Figure 4). We choose this contour so that the
phases of the periodic components (see Figure 10) are similar
in order to maximize the S/N when averaging over several
heliographic pixels.
We choose to concentrate on time series of the average

parameters in this black contour because isolating pulsating
loops and subtracting a background (albeit crucial for most
studies of coronal loops) is neither practical nor meaningful for
the present analysis. Actually, our time series are much longer
than the typical life time of loops: 1000–5000 s (Winebarger
et al. 2003; Winebarger & Warren 2005; Ugarte-Urra
et al. 2009). Therefore, it is not possible to isolate and track
loops over such long times. In Figure 2, we display the six light
curves averaged over this black contoured area: 94 Å in black,
131 Å in blue, 171 Å in cyan, 193 Å in green, 211 Å in orange,
and 335 Å in red. These light curves are normalized to standard
deviation (we subtract the mean curve and divide by the

Figure 2. Six light curves and the evolution of the three free parameters of the
DEM model (plus χ 2) from June 03, 2012 18:00 UT to 2012 June 10
04:29 UT for event 1. We have used mean intensities and mean DEM
parameters in the small black contour (Figure 1). All these curves are
normalized to standard deviation and offset by 5.0 along the y axis. Between
DEM curves on the bottom and light curves on the top, there is an offset of 15.0
in the y axis. We restrict our analysis to the middle of the sequence (marked by
the vertical dashed lines) in order to minimize distortion effects (see Section 2.1
for details). Plus signs indicate instants chosen for the four cases of DEM shape
in Figure 7.

4 We assume that the structures rotate with the same velocity independently
of the channel used.
5 Distortion of the structures is more important close to the limb and if the
structures are tracked for a long time.
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何が起こっているか？

輻射冷却

冷却落下
密度低下

加熱オン
圧力勾配

彩層蒸発
密度上昇
加熱オフ

速度

密度

温度

加熱率

熱伝導

Imada & Zweibel 2012
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Figure 1.19: Electron density and temperature model of the chromosphere (Fontenla et al. 1990;
Model FAL-C) and lower corona (Gabriel, 1976). The plasma becomes fully ionized at the sharp
transition from chromospheric to coronal temperatures. In the chromosphere, the plasma is only
partially ionized: indicates the electron density, the neutral hydrogen density.

the highly inhomogeneous corona we show a compilation of density measurements in
Fig. 1.20, sampled in coronal holes, quiet Sun regions, coronal streamers, and active
regions. At the base of the corona, say at a nominal height of km above the
photosphere, the density is lowest in coronal holes, typically around
cm . In quiet Sun regions the base density is generally higher (i.e.,
cm ). At the base of coronal streamers, the density climbs to cm ,
and in active regions it is highest at cm . In the upper corona,
say at heights larger than 1 solar radius, the density drops below cm .

Coronal densities were first measured from white-light (polarized brightness) data
using a Van de Hulst (1950a,b) inversion, assuming that the polarized brightness of
white light is produced by Thomson scattering and is proportional to the line-of-sight
integrated coronal electron density. Another ground-based method uses the frequency
of radio bursts that propagate through the corona, assuming that their emission fre-
quency corresponds to the fundamental or harmonic plasmafrequency, which is a direct
function of the electron density. During the last several decades, space-borne observa-
tions in EUV and soft X-rays provided another method, based on the emission measure,
which is proportional to the squared density integrated along the column depth, for op-
tically thin radiation. This latter method can be performed in different spectral lines
so that the densities can be measured independently for plasmas with different tem-
peratures. However, since every instrument has a limited spatial resolution that may
not adequately resolve individual plasma structures, the inferred densities place only
lower limits on the effective densities. Absolute densities can be measured from some
density sensitive lines in the Å range, at relatively high densities of
cm (e.g., the Fe XXI and Fe XXII lines; Phillips et al. 1996).

Thermal 
conduction

密度・温度勾配

太陽表面からの高さ

彩層蒸発流



1D Hydrodynamic Calculation 
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tion heating. In §2 we describe the basic model. In §3 we discuss the nature of the equilibrium

solutions. In §4 we present three representative coronal loop models with different ampli-

tudes of the collisionless heating rate. We find stable equilibrium states for low amplitudes

and periodic oscillations at higher amplitudes. We also present a parameter study which

shows trends in various quantities with heating rate amplitude. Section 5 is a summary and

discussion.

2. Model

2.1. Basic Equations

We consider a single magnetic loop with an arch-like configuration. The loop has a

fixed semi circular shape with a constant cross section, with half-length L = 26 Mm. The

loop is taken to have an infinitely strong magnetic field, so that the plasma moves and the

heat flows freely along the loop while energy and mass transport across loop are strongly

inhibited. Assuming symmetry about the loop top and a fully ionized atmosphere, we

calculate the dynamics in only half of the loop using a 1D-HD code. For simplicity, the ions

consist of only protons, though other elements are included in evaluating radiative losses.

We use a single-fluid description, i.e., electrons and ions have the same temperatures and

bulk velocities.

The equations of mass, momentum, and energy conservation in Eulerian form are

∂ρ

∂t
+

∂

∂x
(ρVx) = 0, (1)

∂

∂t
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2
ρV 2
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∂
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[(
γ

γ − 1
p +

1

2
ρV 2

x

)
Vx − κ∥

∂T

∂x

]
= −ρg∥Vx + H − R, (3)

p =
kB

m
ρT, (4)

g∥ = g0 cos [(π/2) x/L] (5)

in cgs units. Here x is the distance along a loop from its base, ρ is the proton mass density,

m is the mean mass per particle (= mp/2), v is the fluid velocity, p is the total gas pressure,

T is the plasma temperature, g∥ is the solar gravity along the loop, g0 is the gravity at the

solar surface (2.74 × 104 cm s−2, kB is Boltzmann’s constant, and γ is the ratio of specific

heats for an ideal gas, taken to be 5/3.
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FIG. 1.ÈSchematic pictures of the CSHKP-type reconnection model for Ñares. As magnetic reconnection proceeds, open coronal magnetic Ðeld lines
reconnect to close and accumulate on the lower-lying closed loops. As the X-point (or line), where reconnection occurs, re-forms at higher altitude, the height
of the closed loops increases. The total energy release rate and duration are determined by the reconnection rate and magnetic conÐgurations. The pair of
small hatched regions in each closed loop represent the heat conduction front, which descends toward the lower corona.

circular shape with a constant cross section. The half-length
of the ith loop, increases linearly with i :L

i
, L

1
\ 2 ] 104

km for the innermost loop (loop 1), and kmL
9
\ 3 ] 104

for the outermost (loop 9). The width of each loop is set to
be 800 km, so that there are no gaps or overlap between the
neighboring loops. Each loop is taken to have an inÐnitely
strong magnetic Ðeld, so that the plasma moves and the
heat Ñows freely along each loop while energy and mass
transport across loops is strongly inhibited. Although sim-
pliÐed, these assumptions are reasonable if the surrounding
magnetic pressure is everywhere much stronger than the gas
pressure inside each loop during Ñares. Assuming symmetry
about the loop top and a fully ionized atmosphere for tem-
peratures higher than 4 ] 104 K, we calculate the dynamics
in only half of each loop individually using a 1D-HD code.
For simplicity, the ions consist of only protons, though
other elements are included in evaluating radiative losses.
We use a single-Ñuid description, i.e., electrons and ions
have the same temperatures and bulk velocities. This is
correct when the collision time for momentum exchange
between electrons and protons is very much shorter than
the hydrodynamic timescale, 10È100 s (see Table 1 in

& CanÐeld Plasma viscosity is ignoredMcClymont 1983).
in all our calculations (for e†ects of the plasma viscosity, see

& RealePeres 1993a).

FIG. 2.ÈMultiple-loop conÐguration in our pseudo-2D model. We use
nine loops, with half-length L ranging from 2 ] 104 to 3 ] 104 km.

The equations of mass, momentum, and energy conserva-
tion in Eulerian form are
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pnumber density, respectively ; is assumed ton
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satisfy plasma neutrality, where m is the proton mass), v is
the Ñuid velocity, P is the total gas pressure, E is the sum of
the kinetic energy and the internal energy per unit volume,
T is the plasma temperature, is the acceleration of solarg

Agravity along the loop, is the Boltzmann constant, and ck
Bis the ratio of speciÐc heats for a monatomic ideal gas, taken

to be 5/3. Heat conduction along the loop is primarily by
electrons, and the classical conductivity for a fully ionized
hydrogen plasma is used :(Spitzer 1962)

i
A

\ i
0
T 5@2 , (5)

where is 9 ] 10~7 in cgs units. R is the radiative lossi
0rate ; for plasmas with T [ 4 ] 104 K (above the lower

transition region), it is given by

R(s, t) \ n
e
n
p
Q(T ) \ 1

4
n2Q(T ) , (6)

where Q(T ) is the radiative loss function for an optically
thin plasma. We used an analytic approximation,
Q(T ) \ sT a, with the temperature variation given by the
piecewise constants s(T ) and a(T ) listed in Table 1 (Hildner
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where T0, Ttop are the temperature of chromospheric plasma
(104 K) and loop top (2 MK), respectively. Our initial condi-
tion does not satisfy thermal equilibrium. However, this is
not sensitive to the result of our calculation, because the
plasma dynamically changes by the energy input from the
flare. We also assume the ionization equilibrium for initial
condition everywhere. Figure 6 shows the initial condition of
the calculation. The horizontal axis (x) shows the height
along the loop from the bottom of chromosphere. The chro-
mosphere locates 0< x< 2, and the corona locates 2.5< x,
respectively. From the top, plasma density (6(a)), velocity
(6(b)), and temperature (6(c)) are shown, respectively. The
intensity, ~I , of Fe XII (6(d)), Fe XV (6(e)), Fe XXIII (6(f)) in
each height are also shown, respectively. The intensities are
calculated by CHIANTI atomic database by using the elec-
tron density, temperature, and nFe

i and are normalized by the
typical value (nFe

i =RnFe
k ¼ 1 and ne¼ 1010 cm%3).

Figure 7 shows the result of 26 s later from the beginning
of the simulation. From the top, plasma density (7(a)), veloc-
ity (7(b)), and temperature (7(c)) are shown, respectively. The
normalized intensity ~IFe XII (7(d)), ~IFe XV (7(f)), ~IFe XXIII (7(h))
are also shown, respectively. The black solid line shows the
result with time-dependent ionization calculation, and the red
dashed lines show the result with ionization equilibrium
assumption. We also show ~I & Vx of Fe XII (7(e)), Fe XV
(7(g)), Fe XXIII (7(i)) in each height, which represents the
Doppler shift contribution parameter in each emission lines.

The positive value in ~I & Vx indicates the blueshift compo-
nent, and the negative value represents the redshift compo-
nent. ~I & Vx are also normalized by the typical value
(Vx¼ 100 km s%1, nFe

i =RnFe
k ¼ 1, and ne¼ 1010 cm%3).

In Figure 7, the thermal conduction front just reached
the chromosphere, and the chromospheric evaporation
(Vx' 100 km s%1) is forming (2< x< 3 Mm). The pressure-
driven downflows from the loop top, which carry a large en-
thalpy flux, do not reach the chromosphere yet. Its front
locates at x' 6 Mm. We can also see the condensation down-
flow (Vx'%10 km s%1) at x' 2 Mm. At this moment, Fe
XII locates only at the base of the loop, and FeXV is distrib-
uted larger region (2< x< 5 Mm). On the other hand, Fe
XXIII is not formed yet. The ionization cannot reach

FIG. 6. The initial condition of the chromospheric evaporation calculation.
From the top, plasma density (a), velocity (b), and temperature (c) are
shown, respectively. The intensity, ~I , of Fe XII (d), Fe XV (e), Fe XXIII (f)
in each height are also shown, respectively.

FIG. 7. The result of 26 s later from the beginning of the simulation in the
thermal conduction dominant regime. The normalized intensities ~IFe XII

(d), ~IFe XV (f), and ~IFe XXIII (h) are also shown, respectively. The black solid
line shows the result with time-dependent ionization calculation, and the
red dashed lines show the result with ionization equilibrium assumption.
We also show ~I & Vx of Fe XII (e), Fe XV (g), and Fe XXIII (i) in each
height, which represents the Doppler shift contribution parameter in each
emission lines.
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evaporation calculation in the enthalpy flux dominant regime
can only reproduce the strong redshift at the base of the flare
during the impulsive phase. This result might indicate that the
thermal conduction can be suppressed in some cases of the
flare. We also find that time-dependent ionization effect is im-
portant to reproduce the strong downflows in Fe XII and Fe
XV.

Let us discuss why the chromospheric evaporation cal-
culation in the thermal conduction dominant regime cannot
reproduce the strong redshift in Fe XII and Fe XV. The solar
atmosphere is gravitationally stratified, and the sharp temper-
ature and density gradient region, so called transition region,
is formed in between corona and chromosphere. In the ther-
mal conduction dominant regime, the released energy by
flare is conducted along the field line from loop top to the
chromosphere. The heat from solar corona violates the pres-
sure balance of the gravitationally stratified atmosphere. The
thermal conduction can carry only the energy, and the dense
plasma is suddenly heated to form a localized high pressure
region. The localized high pressure region should be formed

at the transition region which has a large jump in tempera-
ture and density. This is the reason why the flow reversal
temperature locates at the transition region temperature in
the thermal conduction regime. On the other hand, in the
case of the enthalpy flux dominant regime, the plasma
energy and momentum are mainly transported by pressure-
driven downflow from flare region to transition region simul-
taneously. Therefore, the bottom part of the flare loop is hit
and heated by this downflow. This process can produce the
strong downflow in Fe XII and Fe XV at the base of flare
loop during the impulsive phase.

Finally, we discuss the possibility that the thermal con-
duction can be suppressed in some cases of the flare. The
classical thermal conduction in a fully ionized hydrogen
plasma is based on the assumption that the mean free path is
enough shorter than the characteristic temperature scale
height in the solar corona. In the case that the mean free path
becomes comparable to or even greater than the temperature
scale height, the normal diffusion approximation for the heat
flux breaks down.40,41 Furthermore, in the case of solar flare,

FIG. 9. The result of 40 s later from the beginning in the enthalpy flux domi-
nant regime. The figure format is the same as Figure 7.

FIG. 10. The result of 80 s later from the beginning of the simulation in the
enthalpy flux dominant regime. The figure format is the same as Figure 7.
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Figure 4. Filled contour plots of the electron distribution function with ten times
the computational box size used in Figure 2 and the temperature jump in the
centre of the computational domain.

Figure 5. Electron effective temperature as a function of position at an early
snapshot (t = 600 dashed line) and the end of the simulation (t = 6000 solid
line) for the same initial conditions as Figure 4.

front but of course its propagation requires a longer runtime and
a larger computational domain to accommodate the electron
motion. It should be noted however that the temperature jumps
are themselves stationary and it is not clear that the process of
formation of additional fronts to the right of the simulation will
continue. The evidence presented here is therefore suggestive
of a propagation speed close to the ion-acoustic speed for a
mass ratio of 100 but longer simulations would be required, in a
larger computational domain and higher mass ratios, to clarify
this point.

3.4. Influence of Polarization Field Ion Acceleration

The polarization field setup at each of the thermal fronts acts
to accelerate the ions. In Figure 6, the ion effective temperature,

Figure 6. Ion-effective temperature as a function of position at the end of the
simulation (t = 6000) for the same initial conditions as Figure 4.

i.e., kinetic energy, is plotted for the final snapshot. Ions are
accelerated ahead of the electron thermal fronts up to energies
of ≃40% of the hot-electron thermal energy. This result is
independent of the ion mass and has been tested with runs
at mi/me = 400 and the real proton–electron mass ratio. The
reason for this is that the electric potential setup by the initial
free streaming of hot electrons is independent of the ion mass. It
is this potential difference that accelerated the ions, thus the ion
energy gain is independent of ion mass. For all of the simulations
performed the total potential drop Φ across the thermal front
was Φ ≃ kB∆T/e, where ∆T is the temperature drop in the
equilibrium. Once established, there is also little or no current
flowing through the temperature jumps and so the thermal fronts
which arise from the initial conditions in this paper could
also be described as current-free double layers as in Ishigura
et al. (1985).

3.5. Confinement of Hot Electrons

To assess how long the hot electron distribution is confined
for each simulation the time taken for the electron tempera-
ture at the left boundary to drop below 50% of its initial value
is calculated for various mass ratios, temperature profiles and
values of L. This decay time (τd ) is plotted in the upper panel
of Figure 7 for a temperature jump by a factor of 100 and
10, i.e., ion and cold electron temperatures of 0.01 and 0.1 re-
spectively, showing that τd is only weakly dependent on the
cold temperature region. In the lower panel of Figure 7, the
variation of the τd with the ion mass shows that increasing
the ion mass by a factor of four doubles the electron confine-
ment time. In all cases shown in Figure 7, τd scales linearly
with L.

The data in Figure 7 show a critical length which separates
decay times on the electron timescale, small values of L, from
those on the ion-acoustic timescale, larger values of L. This
can be explained by plotting the temperature at x = 0, as a
function of time, for two loop lengths. In Figure 8, the loop
temperature for a simulation with L = 3000 is plotted. Also
plotted on this figure is the loop temperature, at x = 0, obtained
by running the code with the electric field always set to zero,
i.e., the free streaming electron limit. From about t = 5000
it can be seen that the electrons are no longer free steaming
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The data in Figure 7 show a critical length which separates
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function of time, for two loop lengths. In Figure 8, the loop
temperature for a simulation with L = 3000 is plotted. Also
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ペッチェック構造での熱伝導：オーダー評価

• ペチェックでのリコネクションレート〜 0.01
• ショックの上下流での磁場比B1/B0〜0.01
• 衝撃波の厚みはメートルオーダー（？）無視
• 電子衝突時間４秒＠T=40MK、N=10^9/cc
• ４秒程度で第一断熱不変量は保存している
• 上流に逃げれるロスコーン角は約５度、割合にして全
体の0.5%

• ざっくりと、4秒で0.5%なので、８００秒程度のタイムス
ケール？>>	Alfven	time

The Astrophysical Journal, 742:70 (11pp), 2011 December 1 Imada et al.

transition region and corona when mass outflow is present.
They found that the large temperature gradient within the
flow can result in a departure from ionization equilibrium.
Recently, Imada et al. (2011b) have also discussed the time-
dependent ionization in the dimming region where the large
mass flows were observed. They claimed that the ionization
equilibrium assumption in the dimming region is violated
especially in the higher temperature rage (∼2 MK). Mariska
et al. (1982) examined the hydrodynamic numerical modeling of
an ionization state in nanoflare-heated loops and concluded that
non-equilibrium ionization can significantly alter the relative
ionic abundances in the quiet Sun. Hydrodynamic modeling of
the ionization states in nanoflare-heated loops has been studied
intensively during several decades, and most results indicate
the importance of non-equilibrium ionization in the context of
not only comparison with observations (e.g., Reale & Orlando
2008) but also plasma dynamics itself (e.g., Bradshaw & Mason
2003). Recently, modeling of time-dependent ionization in a
post-coronal mass ejection current sheet has also been studied by
Ko et al. (2010) and Murphy et al. (2011), and they discussed the
consistency between the modeling results and the observation.
As for the observation, non-equilibrium ionization was studied
by using line spectroscopy. Kato et al. (1998) studied the time
evolution of spectra of He-like Ca xix and Fe xxiv observed by
Yohkoh/Bragg Crystal Spectrometer for a solar flare and found
that the plasma is considered to be an ionizing plasma even
in the decay phase of the flare. Imada et al. (2009) discussed
the ion thermal temperature (not apparent ion temperature) in
an active region from two emission lines of different atomic
species (Fe xvi and S xiii) observed by the EUV Imaging
Spectrometer (EIS) on board Hinode, and they found that
the electron temperature estimated from ionization equilibrium
assumption is different from ion thermal temperature in some
parts. They claimed that the result may indicate the presence of
ionizing plasma.

In this paper, we focus on the effect of time-dependent
ionization processes on magnetic reconnection by numerically
treating the ionization and recombination process in Petschek-
type steady magnetic reconnection (Petschek 1964). This paper
is organized as follows. In the next section, the models and
assumptions that we used in our calculation are given. Section 3
is devoted to the results of the time-dependent ionization and
its radiation under four of magnetic reconnection conditions.
Summary and discussion are given in Section 4.

2. MODELING

2.1. Petschek Reconnection Model

We have studied the effect of the time-dependent ionization
processes on magnetic reconnection. Petschek-type steady re-
connection was assumed in our study (Figure 1). In this model,
the magnetic energy is mainly converted at the slow-mode
shocks which extend from the X-line. We defined the size of
the calculation box as 200 × 20 × 200 Mm3, and the outside of
the box was assumed to be vacant. The magnetic reconnection
X-line is located at (x,y) = (0,0), and the slow-mode shocks are
extended from the X-line. We assumed that the upstream and
downstream of the slow-mode shocks are uniform in tempera-
ture and density. We also assumed all ions and electron have the
same flow speed and temperature at the same location. Further,
the ion on the not-reconnected magnetic field is assumed to be
in ionization equilibrium. The reconnection plane is in the x−y
plane, and the depth of reconnection is assumed to be 200 Mm.
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Figure 1. Schematic illustration of Petschek-type steady magnetic reconnection.
Dotted lines show magnetic fields and SS are slow-mode shocks. θ1 and θ2 show
the shock angles of upstream and downstream, respectively. (a) Entire structure
and (b) the relationship between the shock angle and the entire structure.

The reconnection structure is uniform in the z-direction. We
calculated the shock jump condition using the following stan-
dard one-dimensional steady MHD conservation laws in the
deHoffmann–Teller frame, in which the electric fields vanish
outside the shock (e.g., Hau & Sonnerup 1989):

[ρvn] = 0, (1)

[
ρv2

n + p +
B2

t

2µ0

]
= 0, (2)

[
ρvnvt − BnBt

µ0

]
= 0, (3)

[
γ

γ − 1
p

ρ
+

1
2

(
v2

n + v2
t

)]
= 0, (4)

where ρ, v, p, B, and γ are density, velocity, pressure, magnetic
field, and specific heat ratio, respectively. The subscripts “t”
and “n” denote tangential and normal to the shock, respectively.
The square brackets are the usual notation for the difference
between the two sides of the discontinuity. Once the conditions
in the upstream and downstream of the slow-mode shock are
determined, its location and reference frame are also determined
in the reconnection region by y = ± tan θ2x, where θ2 (=
arctan(Bt2/Bn2)) is the shock angle in the downstream (see
Figure 1(b)). The subscripts 1 and 2 denote upstream and
downstream, respectively. Afterward, the temperature, density,
velocity, and magnetic field are also determined in the entire
structure. We have examined the four cases of reconnection
conditions to discuss the effect of time-dependent ionization.
Table 1 shows the jump conditions of the slow-mode shocks
in the reconnection region. The jump condition can be solved
as follows: (1) assume the upstream density (N1), temperature
(T1), shock angle (θ1), and plasma beta (β1), and specific heat
ratio (γ ); and (2) define the inflow velocity by the assumption
that the outflow velocity is equal to Alfvén velocity of upstream.
Our assumptions about the upstream plasma condition are from
past observations (e.g., Tsuneta 1996; Tsuneta et al. 1997).
We will discuss the density dependence with Runs1–3 and the
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Figure 8. Result of time-dependent ionization in the magnetic reconnection region with the thermal conduction effect (Run4).
(A color version of this figure is available in the online journal.)

Figure 9. Spectral intensity of Fe xxiv along y = 8.5 in Figure 8.

to Fe xxiv. The intensity downstream of the slow-mode shock
is strong and the ionization proceeds much faster owing to the
density compression at the slow-mode shock.

It is useful to display the line spectrum from the reconnection
with thermal conduction. Figure 9 shows the line spectrum of
Fe xxiv along y = 8.5 in Figure 8. The figure format is the
same as Figure 7. The two line emissions of Fe xxiv can be
seen around 191.5 and 192.5 Å, because of the bi-directional
fast reconnection outflows (780 km s−1) in Run4. The emissions
from the “thermal halo” also can contribute to the line profile,
and we can clearly see the stationary component in Fe xxiv.
Even in Run4 the line components are completely separated,
because the thermal velocity is sufficiently small compared with
the reconnection outflow.

3.3. Radiative Cooling

To understand to what extent time-dependent ionization
can affect the radiative cooling process, we calculate the
time evolution of the radiative energy loss rate and electron
temperature with the time-dependent ionization in the magnetic
reconnection region. Figure 10 shows the radiative energy
loss rate and electron temperature along y = 0 in Run1.
The horizontal axis shows the distance from the X-line, and
the vertical axis shows the radiative energy loss rate and
electron temperature. The solid lines show the results with
the time-dependent ionization process, and the dashed lines

Figure 10. Spatial variation of the radiative energy loss rate and electron
temperature in the downstream of the slow-mode shock. The solid lines show
the results including the time-dependent ionization process, and the dashed
lines show the results with the ionization equilibrium assumption. Note that the
vertical axis is logarithmic scale.

show the results with the ionization equilibrium assumption.
In this calculation, electron temperature varies with time even
after crossing the slow-mode shock. This naturally causes
the ionization and recombination coefficients (α and S) to
vary with time. Therefore, in this calculation we need to
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イオンのみ加熱されている？

• 熱伝導は電子によるもの

• イオンのみ加熱されているとすると熱伝導の効率
は下がる

• イオンと電子の温度緩和時間 ＞ イオンの移流
の時間スケール

イオン温度の測定できるが、時間分解能が足りない
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FIG. 8.ÈSchematic magnetic and temperature structure. The hot ridges located below the X-point are heated by the pair of slow shocks and are clearly
seen in the SXT temperature maps. There must be (less dense) symmetrical hot ridges heated by another pair of the slow shocks located above the X-point.
This is not seen by SXT, probably owing to the contamination of the line-of-sight corona with lower temperature. The downward and upward reconnection
outÑows collide with the bright soft X-ray loop below the X-point and with the rising plasmoid above the X-point, and form fast (perpendicular) shocks. The
hot source heated by the fast shock below the X-point is seen by HXT (50È90 MK), and that above the X-point is seen by SXT (15 MK).

temperature ridges are located has about 1% of the peak
soft X-ray intensity (the top of the Ñare loop), and the con-
tribution from the line-of-sight corona may have to be
taken into account. The derived temperature of the
southern ridge decreases by about 4 MK, even if its true
temperature is 20 MK, according to Figure 7 of etTsuneta
al. It is thus not clear whether this asymmetry is real(1997).
or not, from the available data set. The reason why we do
not see any ridge structure symmetrically above the X-point
may be the same. The plasma density of the hot plasma
there is lower and the high-temperature ridge struc-(Fig. 7),
ture may be completely erased by the line-of-sight active-
region corona.

4.3. Compact Hot Sources
4.3.1. Hot Source above the X-Point

The high-temperature ridge-structures below the X-point
are quite similar to the ridge structures observed in most of
the LDE Ñares and some impulsive Ñares, while a compact
hot source above the X-point is reported here for the Ðrst
time. This hot source is di†erent from the loop-top hard
X-ray source et al. et al.(Masuda 1994 ; Tsuneta 1997),
because (1) no hard X-ray source is seen at the position of

the compact hot source, (2) the temperature of the hot
source is much lower than that of the loop-top hard X-ray
source, and (3) the hot source is clearly located above the
reconnection X-point, whereas the loop-top hard X-ray
source reported by et al. is located below theMasuda (1994)
X-point, or at least around the X-point.

If the hot source is heated by the stationary slow shocks,
its speed of rise is similar to that of the Ñare loop (18 km
s~1). The hot source coincides in position with the rising
loop structures, and moves upward with much faster speed
as shown in Figure 4, panels 2È8. Since the rise speed of the
plasmoid (96 km s~1) is much smaller than the local sound
(D300 km s~1) and magnetosonic (D1000 km s~1 or more)
speeds, the rising loop itself does not form a bow shock.
Thus, the hot compact source above the X-point is most
probably heated by the fast-mode (perpendicular) shock
due to the collision of the upward fast outÑow from the
X-point with the rising loop structure.

4.3.2. Hot Source below the X-Point
On the downward side of the reconnection outÑow from

the X-point, the hard X-ray source (33È53 keV) is located
around the top of the bright Ñare loop. It is embedded in the
lower temperature plasma at the loop top. This situation is
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Figure 2. AIA images of the event, rotated to the solar west up. Top: 94 Å image sequence of the earlier C4.5 flare and the M7.7 flare under study (see the associated
online Movie A for composite 94 (red) and 335 Å (green) images). The brackets in (c) and (e) mark the enlarged fields of view (FOV) of the middle and bottom panels,
respectively. The numbered dotted lines in (f) mark the cuts for obtaining space-time plots presented in this paper. Middle: detailed 131 Å image sequence showing the
upward growth of the flare cusp, followed by its rapid shrinkage around the early impulsive phase. The horizontal dotted line marks the highest position of the early
cusp. Bottom: 131 Å image sequence showing an example of pointed cusps contracting from a ray-like structure, presumably a reconnecting current sheet (see the
associated Movie B). The first panel is an original image and the rest are running difference images. The slanted dashed line indicates an average contraction velocity
of −151 km s−1.

(Animations and a color version of this figure are available in the online journal.)

through the decay phase in a commonly observed candle-flame
shape (Figures 2(a)–(l)). The initial growth and shrinkage are
accompanied by the gradual rise and impulsive eruption of
the overlying flux rope, respectively. Equally interesting are
high-speed bi-directional outflows involving upward-moving
plasmoids and downward-contracting pointed cusps (Figure 2,
bottom; Figure 5). We examine these and related features
observed by RHESSI and AIA in the next several sections.

3. OVERALL X-RAY AND EUV SOURCE MOTIONS

We first follow the evolution of the morphologies and posi-
tions of overall X-ray and EUV sources.

3.1. X-Ray Source Morphology

We reconstructed RHESSI X-ray images in energy bands from
3 to 50 keV using the CLEAN algorithm and detectors 3–9.
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Figure 1. Snapshots of the flare on 2012 January 27. The EIS field of view is indicated by the dashed box. (a) AIA 193 Å channel image (107.3 K). (b) AIA 131 Å
channel image (107.0 K). (c) AIA 94 Å channel image (106.8 K). (d)–(f) Enlarged display of the solid box in (a)–(c). The arrows show the location of the downward
moving loop.

the high-temperature (∼107 K) plasma in the flaring region.
We also have the other flare lines (e.g., Fe xxiii (263.77 Å),
Fe xxiv (255.11 Å)) and cooler lines (e.g., Fe xi (188.23 Å),
Fe xiv (274.20 Å)) for this observation. These lines are useful
to check the blending effect in the Fe xxiv line at 192 Å.The
Fe xxiv line at 192 Å is blended with Fe xi and Fe xiv. By
comparing the Fe xxiv at 192 Å result and the other flare/cooler
lines results, we can distinguish the flare plasma information
from the blended emission. Simultaneously, the Solar Dynamics
Observatory (SDO)/Atmospheric Imaging Assembly (AIA)
instrument acquired full-Sun images with a spatial resolution of
1000 km. We use the AIA spectral channels at 94, 131, and 193 Å
to analyze the high temporal evolution of the flaring plasma
(∼24 s). Each of the AIA channels has different temperature
coverage. The AIA 94, 131, and 193 Å channels represent
106.8, 107.0, 107.3 K plasma, respectively, in the case of flares as
discussed by Boerner et al. (2012).

The AIA images taken in the different channels show the
behavior of the flare loop structure at different temperatures
(Figure 1). The development of the flaring loops can be clearly
seen in the AIA movie (movie S1). To clarify whether the hot

(a few 10 MK) Alfvénic flows (∼1000 km s−1) are located
above the flaring loops, as predicted by CSHKP model, or not,
we analyze the AIA images. The downward (sunward) moving
features above the flare arcades in the highest temperature range
(193 Å channel) are clearly observed (movie S1). Even in the
131 Å channel we can also see some downward moving features,
but in the 94 Å channel, as the temperature decreases, there is no
clear signature of flows. This can be interpreted as evidence for
hot downward moving loops. We can estimate the temperature
from the intensity ratio between the 193 and 131 Å channels,
and we find that the downward moving loops are roughly
∼30 MK. To estimate the apparent velocity of the downward
moving loops, we create a time–distance plot along the white
line in Figure 2(a). The time–distance plot (Figure 2(b)) shows
patterns in the flow with transverse velocity with a typical value
of 350 km s−1. In Figure 2(b), we can also see the development
of the bright flare loops associated with the downward moving
features.

EIS Fe xxiv (192 Å) images are shown in Figure 3. The
line-center image of Fe xxiv (Figure 3(b); stationary in LOS
direction, 192.03 ± 0.156 Å) shows the flare loops which are

2
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Figure 2. (a) AIA 193 Å channel image taken at 18:20:34 UT on 2012 January 27 with the position of the CCD pixels (slit) used for preparing (b) shown superimposed
as a white bar. The dashed box indicates the EIS filed of view. (b) A time–distance diagram generated from the intensity distribution along the slit shown in (a).
The vertical axis shows distance along the slit, and the horizontal axis indicates time in minutes from 2012 January 27, 18:15:22 UT. The dashed line represents the
transverse velocity of 350 km s−1. The arrow shows the observing time of the distorted line profile in Figure 3(d) by EIS.

(An animation of this figure is available in the online journal.)
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Figure 3. (a) EIS Fe xxiv blue-wing image (191.8 Å, −400 km s−1) of the flare on 2012 January 27. (b) EIS Fe xxiv center image (192.0 Å, 0 km s−1) of the flare. (c)
EIS Fe xxiv red-wing image (192.3 Å, 400 km s−1) of the flare. (d) An example of the Fe xxiv line profile in the blue-wing enhanced region (marked by a + in (a)–(c)).
The observed timings are marked by an arrow in Figure 2(b). (e) An example of the Fe xxiv line profile in the center of the flare (marked by a circle in (a)–(c)). (f) An
example of the Fe xxiv line profile in the red-wing enhanced region (marked by an x in (a)–(c)). The ranges B, C, and R in (d)–(f) represent the blue-wing, center, and
red wing of Fe xxiv, respectively.
(A color version of this figure is available in the online journal.)

similar to those observed in the AIA 193 Å channel. This in-
dicates that the AIA 193 Å images show the structures filled
with >10 MK plasma. The blue-wing 191.8 ± 0.0223 Å image
(Figure 3(a)), which corresponds to plasma flowing toward
Hinode with a velocity of 400 km s−1, shows a totally dif-
ferent shape from the line-center image. The red-wing 192.6 ±
0.0223 Å image is also shown in Figure 3(c). We have compared
Figures 3(a)–(c) to the figure made from the other flare lines or
cooler lines in the same way, and confirm that Figures 3(a)–(c)

are definitely the results from Fe xxiv. In the line-center image,
we see a cross-shaped fringe pattern which is due to diffrac-
tion. There is no diffraction pattern in the blue/red-wing image,
because the bright flare arcades do not have a strong blue/red-
wing component. We think this is one of the reasons why we
can see a lot of structure in the blue/red-wing image. In the
northeastern part of the flare, where AIA observations show the
hot and fast apparent flow, we can see the diffuse structures in
the blue-wing image (Figure 3(a)), which cannot be seen in the
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Figure 3 | Formation of secondary flux ropes. a,b, Slice of the current
density at y = 35di from the 3D simulation (a) compared with the
corresponding 2D result (b). c, The structure of the separatix layer at the
location indicated. Profiles in c are shown in the minimum-variance frame
(18� rotation about y followed by 52� rotation about z

0). d, Fitting to a
Harris profile gives a half-thickness ⌦⇡ 2de with guide field B
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⇡ 4.4B

0
x0,

resulting in the growth rate shown. e, The power spectrum |ˆB
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x0 for the

3D simulation on a log scale. The solid white line corresponds to the
dominant angle, whereas the dashed line is the simple estimate from c.

To illustrate this point, Fig. 3 compares a slice of the current density
between the 3D and a corresponding 2D case at time t�ci = 78.
Whereas the current layers along the separatrices are stable in two
dimensions, these layers are violently unstable in three dimensions
to the formation of flux ropes over a wide range of oblique angles
as shown in Fig. 3a, causing the current density to become highly
filamented and time dependent.

It seems that these dramatic differences between two and three
dimensions are due to tearing-type instabilities driven by the strong
magnetic shear across the electron-scale layers. To demonstrate this
mechanism, the profiles of the current density and magnetic field
are shown in Fig. 3c across the separatrix layer in the 2D simulation.
Fitting the profiles to a local Harris sheet corresponds to ⌦⇡ 2de,
with a magnetic shear angle of 26� across the layer. The kinetic
theory26 for these parameters in Fig. 3d predicts � /�ci ⇡ 0.42 for
the fastest-growing modes with kde ⇡ 0.2. At realistic hydrogen
mass ratio, the growth rate increases to � /�ci ⇡ 4.2 assuming
that the layer thickness remains on the scale ⇠2de. The separatrix
current layer in Fig. 3b from the left boundary to the first X line
is approximately ⇠220de long, which implies it should break up
into seven filaments, whereas there are four rope structures visible
in Fig. 3a. However, this separatrix layer actually begins to break
up at time t�ci ⇡ 60, and originally forms six filaments. Thus
some of these structures have already coalesced by time t�ci ⇡ 78
shown in Fig. 3. The angle of the modes is determined by k ·B= 0
near the centre of the electron layer at the time of break-up. The
sample profiles from the 2D case in Fig. 3b,c correspond to ✓ ⇡ 52�,
which is larger than the observed angles for these structures in
Fig. 3a. Again, exact agreement is not expected because filamentary
structures begin forming at earlier time in the 3D simulation. To
better quantify the structure of the magnetic-field perturbations,
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Figure 4 |Development of turbulent reconnection. At late time t�ci = 98,
the secondary flux ropes have grown to large amplitudes and interact over
a wide range of angles, giving rise to a turbulent evolution. The 3D structure
is illustrated by an isosurface of particle density coloured by current
density, along with selected magnetic-field lines (yellow). To illustrate the
observational signatures of these flux ropes, the normal magnetic field B

z

,
total magnetic field |B| and electron density ne are plotted along
two trajectories.

the power spectrum of B
z

is given in Fig. 3e. The form of the
spectrum is much broader in k space and indicates the presence of
highly anisotropic narrow structures in B

z

, which are signatures of
the flux ropes. The peak power occurs for ✓ ⇡ ±34�, but there is
actually significant power out to ✓ ⇡ 52� consistent with the above
estimate. On the basis of these results, it seems that the growth time,
wavelength and angle of these structures are consistent with tearing
instabilities in the electron layers.

The 3D structure of the turbulent reconnection is illustrated in
Fig. 4 at somewhat later time t�ci = 98, where the oblique flux
ropes have grown to larger amplitude and the helical magnetic-
field structure of the ropes is clearly visible. The simulation is
dominated by the interaction of highly anisotropic structures
across multiple scales, including electron-scale current sheets that
continually reform and break up into filaments, along with flux
ropes generated at these scales and quickly growing well above ion
scales. This turbulence is highly inhomogeneous and is continually
self-generated within the reconnection layer, which in the present
study is embedded in an otherwise laminar plasma.

These results have immediate implications for spacecraft obser-
vations of magnetic reconnection. In the solar wind, observational
studies of reconnection27 are based on an assumed, idealized, 2D
geometry with flux ropes centred in the reconnection exhaust. Nei-
ther of these assumptions is consistent with the structure observed
in Fig. 4. Our results indicate the need to expand the identification
criteria to cover themore complex behaviour reported here. Indeed,
whereas many examples of essentially 2D laminar exhausts have
been reported27, other cases indicate thatmore complicated features
are present28. However, essentially all observations of reconnection
in the solar wind are >1,000di downstream from an active X line,
and it remains unclear from our initial study how far downstream
this turbulencemight persist in these extremely large systems.

At themagnetopause, flux ropes are commonly referred to as flux
transfer events29 andmay play an important role in transport across
the magnetopause. However, their formation mechanism and
precise signatures remain under debate. Of the leading ideas29–31,
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dominant angle, whereas the dashed line is the simple estimate from c.

To illustrate this point, Fig. 3 compares a slice of the current density
between the 3D and a corresponding 2D case at time t�ci = 78.
Whereas the current layers along the separatrices are stable in two
dimensions, these layers are violently unstable in three dimensions
to the formation of flux ropes over a wide range of oblique angles
as shown in Fig. 3a, causing the current density to become highly
filamented and time dependent.

It seems that these dramatic differences between two and three
dimensions are due to tearing-type instabilities driven by the strong
magnetic shear across the electron-scale layers. To demonstrate this
mechanism, the profiles of the current density and magnetic field
are shown in Fig. 3c across the separatrix layer in the 2D simulation.
Fitting the profiles to a local Harris sheet corresponds to ⌦⇡ 2de,
with a magnetic shear angle of 26� across the layer. The kinetic
theory26 for these parameters in Fig. 3d predicts � /�ci ⇡ 0.42 for
the fastest-growing modes with kde ⇡ 0.2. At realistic hydrogen
mass ratio, the growth rate increases to � /�ci ⇡ 4.2 assuming
that the layer thickness remains on the scale ⇠2de. The separatrix
current layer in Fig. 3b from the left boundary to the first X line
is approximately ⇠220de long, which implies it should break up
into seven filaments, whereas there are four rope structures visible
in Fig. 3a. However, this separatrix layer actually begins to break
up at time t�ci ⇡ 60, and originally forms six filaments. Thus
some of these structures have already coalesced by time t�ci ⇡ 78
shown in Fig. 3. The angle of the modes is determined by k ·B= 0
near the centre of the electron layer at the time of break-up. The
sample profiles from the 2D case in Fig. 3b,c correspond to ✓ ⇡ 52�,
which is larger than the observed angles for these structures in
Fig. 3a. Again, exact agreement is not expected because filamentary
structures begin forming at earlier time in the 3D simulation. To
better quantify the structure of the magnetic-field perturbations,
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, which are signatures of
the flux ropes. The peak power occurs for ✓ ⇡ ±34�, but there is
actually significant power out to ✓ ⇡ 52� consistent with the above
estimate. On the basis of these results, it seems that the growth time,
wavelength and angle of these structures are consistent with tearing
instabilities in the electron layers.

The 3D structure of the turbulent reconnection is illustrated in
Fig. 4 at somewhat later time t�ci = 98, where the oblique flux
ropes have grown to larger amplitude and the helical magnetic-
field structure of the ropes is clearly visible. The simulation is
dominated by the interaction of highly anisotropic structures
across multiple scales, including electron-scale current sheets that
continually reform and break up into filaments, along with flux
ropes generated at these scales and quickly growing well above ion
scales. This turbulence is highly inhomogeneous and is continually
self-generated within the reconnection layer, which in the present
study is embedded in an otherwise laminar plasma.

These results have immediate implications for spacecraft obser-
vations of magnetic reconnection. In the solar wind, observational
studies of reconnection27 are based on an assumed, idealized, 2D
geometry with flux ropes centred in the reconnection exhaust. Nei-
ther of these assumptions is consistent with the structure observed
in Fig. 4. Our results indicate the need to expand the identification
criteria to cover themore complex behaviour reported here. Indeed,
whereas many examples of essentially 2D laminar exhausts have
been reported27, other cases indicate thatmore complicated features
are present28. However, essentially all observations of reconnection
in the solar wind are >1,000di downstream from an active X line,
and it remains unclear from our initial study how far downstream
this turbulencemight persist in these extremely large systems.

At themagnetopause, flux ropes are commonly referred to as flux
transfer events29 andmay play an important role in transport across
the magnetopause. However, their formation mechanism and
precise signatures remain under debate. Of the leading ideas29–31,
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Figure 2. A series of AIA 193 Å images for the flare. This sequence shows the eruption of the filament and the formation of a linear, current-
sheet-like feature behind the cavity. AIA 193 Å includes contributions from Fe XII and Fe XXIV and shows both the million degree corona
and high temperature emission from the flare. The field of view shown here is 268′′ × 166

′′ centered at (1068′′ , -143′′). Note that these are
composite images constructed from combining long and short exposure time images. The boundary between the two can be seen in many of
the images. The wedge pattern seen in many of the images is the diffraction of emission from the brightest part of the flare off of the mesh
supporting the front entrance filters.

continuously run an observing sequence that saved 15 spec-

tral windows over a field of 240′′ × 304′′ using the 2′′ slit

and 3′′ steps between exposures. The exposure time at each

position was fixed at 5 s and the total time for each raster

was 535 s. The sequence used to observe this flare began at

05:44 on September 10, 2017 and ended at 16:53, just af-

ter the peak of the event. Observations resumed at 18:33

in a “flare hunting” mode where EIS executed a very low

telemetry study until a flare was detected by the Hinode X-

Ray Telescope (XRT; Golub et al. 2007) and then branched

to the high telemetry raster. These observations from late in

the flare will be discussed in a separate paper.

All of the EIS level0 data from this time were processed

using eis_prepwith the default settings. We fit each spec-

tral feature of interest in each raster with a Gaussian. There

are approximately 30 emission lines available in these ob-

servations. Of primary interest here are Fe XXIV 192.04 Å,

255.10 Å and Fe XXIII 263.76 Å. As we will show, the tem-

peratures in the current sheet are relatively high and the cur-

rent sheet is not observed in the lower temperature emission

lines, such as Ca XVII 192.858 Å.

Since the exposure time is fixed, the brightest features near

the peak of the flare are saturated. This is common for the

Fe XXIV 192.04 Å line, which occurs near the peak effec-
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Fig. 2.— Closeup images of the reconnection site in six different wavelengths (171, 193, 211,
335, 94 and 131 Å) of AIA at the time when the current sheet, the plasma blob and the hot
post flare loops are observed. White solid lines indicate the solar limb.

10”�

Sheet structure Sheet structure

(A) Sheet structure without islands (B) Sheet structure with islands

FIG. 1.—Two-dimensional distributions at t 5 16 of temperature (color map), magnetic field lines (solid lines), and velocity vectors (arrows) for the case without
heat conduction (upper panel) and for the case with heat conduction (lower panel). The levels of the color map are shown to the right. The unit of velocity vectors
is shown at the top right of the figure, whose size is V 5 5.0 in units of the initial sound velocity. The unit of length is the initial half-thickness of the current sheet.
The dimensional units of the length, the temperature, and the density are, respectively, d 5 109 cm, T 5 4 3 106 K, and nnormal 5 2 3 109 cm23 . The initial plasma
beta is b 5 0.03, and the Alfvén velocity is VA 2 6.5 2 1500 km s21 .

YOKOYAMA & SHIBATA (see 474, L62)

PLATE L8

by far larger than 104, this could be considered as quite a
generic scenario of fast reconnection.16 However, many
details of the underlying multiple-plasmoid process still
remain controversial. Thus, the objective of our paper is to
elucidate the issue of fast MHD reconnection by revealing
the small-scale mechanism of its working.

We performed two-dimensional resistive MHD simula-
tion of reconnection in an anti-parallel magnetic field config-
uration of the Harris current sheet.17 We solved the standard
set of compressible resistive MHD equation, where viscosity
and thermal conductivity are ignored. The initial magnetic
field is given by ~B ¼ ½B0tanhðz=L0Þ; 0; 0% (L0 is the current
sheet half-thickness). The size of the simulation box, which
is 0L0 < x < 600L0; 0L0 < z < 25L0, is set to be large
enough for allowing nonlinear evolution and motion of plas-
moids with a little effect of boundaries. Assuming symmetry,
only the upper half of the system is followed in computation.
Reconnection is triggered by a small initial magnetic field
perturbation, which is localized at the center, 275L0 < x
< 325L0. In order to resolve fine structure of the current
sheet and plasmoids, we used a refined grid size that is
almost uniform within the domain 220 < x < 380; z < 0:8
but gradually stretches toward the boundaries. The boundary
conditions are as follows: a conducting wall at the top
boundary, and mirror symmetry at all others. A typical
spatial resolution for the case of the Lundquist number S0

¼ L0VA0=g ¼ 104 is Dx ¼ 9& 10'3L0;Dz ¼ 8& 10'4L0 at
the center of current sheet. The numerical code is based on
the Harten–Lax–van Leer Discontinuities (HLLD) scheme,
which is able to resolve MHD shocks.18 The divergence-free
property of magnetic field is controlled by the HLL-flux-CT
(Harten-Lax-van Leer flux Constrainted Transport) method.19

Physical quantities are normalized as follows: length—
by L0, magnetic field strength—by B0, mass density—by q0,
a uniform density far from the current sheet. The magnetic
diffusivity g is assumed to be spatially uniform and not vary-
ing with time, and the plasma beta is b ¼ 0:2 in a uniform
plasma far from the current sheet. The presented below
results correspond to three particular values of the Lundquist
number: S0 ¼ 104; 105; and 106, all of which are above the
plasmoid instability threshold Sc. Aiming to clarify the mecha-
nism of fast reconnection, in this paper we concentrate mainly
on the case of S0 ¼ 104. Note that under the above given nor-
malization, the value of Lundquist number is defined by the
current sheet thickness. However, in all preceding studies of
the plasmoid instability,10–14 the current sheet length rather
than its thickness is used as a scale length. Therefore, in order
to make a proper comparison, one should re-calculate the
Lundquist number accordingly. Thus, our case of S0 ¼ 104,
where the current sheet length is about 100L0, corresponds to
S ¼ 106 for the simulations reported in Refs. 11–14.

The normalized reconnection rate (Fig. 1) is defined as
the time derivative of the reconnected magnetic flux divided
by the product of the Alfven velocity and the horizontal
magnetic field (Bx) strength at the inflow boundary of diffu-
sion region. The reconnected flux is calculated as the differ-
ence between the maximum and the minimum values of the
magnetic flux function along the current sheet (line z ¼ 0 on
Fig. 2). The inflow boundary is assumed to be located above

the X-point, where the current density is one order of magni-
tude smaller than at the X-point itself. Such normalization of
the reconnection rate is necessary for a proper comparison
between the cases of a different Lundquist number.

Fig. 1 shows temporal evolution of the scaled reconnec-
tion rate for the cases of S0 ¼ 104; 105; and 106. Initially, at
t ( 200, the reconnection rate is slower for higher Lundquist
numbers. At this stage, an elongated Sweet-Parker type cur-
rent sheet is formed as shown in Fig. 2, which represents
temporal evolution of the magnetic field and the electric cur-
rent structure for the case of S0 ¼ 104. Then, as time pro-
gresses, the aspect ratio of the current sheet becomes too
large, and the sheet breaks up due to plasmoid instability
(t ) 400, panel (c)). After that, a further growth of plasmoids
increases the reconnection rate up to 0.01 at t ¼ 500' 600
(panels (d) and (e)).

FIG. 1. Temporal evolution of the normalized reconnection rate for different
values of the Lundquist number S0.

FIG. 2. Magnetic field (solid lines) and electric current density at various
stages of reconnection for S0 ¼ 104. (Multimedia view) [URL: http://
dx.doi.org/10.1063/1.4934652.1]
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(D) Plasmoid-Unstable Reconnection
(C) Petschek Reconnection

slow-mode shock

fast-mode shock
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193 A (1.5 and 15MK)



Spectroscopic	obs:	EIS	Line	Profiles
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Why	we	cannot	observe	reconnection	
region:	Alfvenic	flow

• Unlucky… Need time resolution.

• Less	emissions	from	reconnection	region
- plasma	condition	differ	from	what	we	think

• Standard	Flare	model	cannot	apply	in	general
- e.g.,	Loop	Flare	model..

不運

非平衡プラズマ

フレアモデルが間違っている



Ionization	Process

α    collisional and dielectronic recombination                     
S    collisional ionization

FeXIV             FeXV            FeXVI

ionization recombination

FeXVII          FeXVIII
Fe13+            Fe14+           Fe15+ Fe16+           Fe17+

We can discuss the history of heating!



Example	of	Ionization	Calculation
The Astrophysical Journal, 742:70 (11pp), 2011 December 1 Imada et al.

Figure 2. Example of time-dependent ionization in magnetic reconnection (Run1). Time starts from shock crossing. The calculation was carried out in the plasma
comoving frame.
(A color version of this figure is available in the online journal.)

Table 1
Slow-Mode Shock Jump Conditions

Run N1 T1 θ1 β1 Vin γ B1 N2 T2 θ2 Vout

1 109 1.5 85 0.02 137 5/3 22.8 2.45 × 109 31.3 5.2 1560
2 1010 1.5 85 0.02 137 5/3 72.1 2.45 × 1010 31.3 5.2 1560
3 108 1.5 85 0.02 137 5/3 7.2 2.45 × 108 31.3 5.2 1560
4 109 15 85 0.8 68 1.01 11.4 2.22 × 109 15.2 5.2 780

Notes. N1, T1, θ1, β1, Vin, γ , B1, N2, T2, θ2, and Vout are upstream density (cm−3),
upstream temperature (MK), upstream shock angle (degree), upstream plasma
beta, inflow velocity (km s−1), specific heat ratio, upstream magnetic field (G),
downstream density (cm−3), downstream temperature (MK), downstream shock
angle (degree), and outflow velocity (km s−1), respectively.

thermal conduction effect with Run4. In Run1, we assumed that
the upstream density, temperature, shock angle, plasma beta,
inflow velocity, and specific heat ratio are 109 cm−3, 1.5 MK,
85◦, 0.02, 137 km s−1, and 5/3, respectively. These are normal
values for ambient plasma in the solar corona. The other values
in Run1 were derived from Rankine–Hugoniot relations. The
electron densities in Run2 and Run3 are different from Run1.
Most of the other values are the same as Run1. In Run4 we
simulated the isothermal shock condition by setting γ ∼ 1.
The plasma beta in Run4 is 40 times larger than in Run1,
because temperature in the upstream region is increased by
thermal conduction. Although the other values in Run4 are also
different from Run1, these values are normal values observed in
solar flares.

2.2. Non-equilibrium of Ionization

To study the effect of transient ionization on magnetic
reconnection, we have calculated the time evolution of ion
charge states. There are many kinds of atomic species in solar
corona, and they mainly radiate line emission in the ultraviolet
wavelength range by the bound–bound process. The most
dominant element for radiation is iron at coronal temperatures
(a few MK); thus, most of the radiative energy loss is from
iron line emission. Further, the recent space telescopes such as
Hinode/EIS or SDO/Atmospheric Imaging Assembly mainly
observe the emission lines from iron (e.g., Fe ix 171 Å or
Fe xii 195 Å). Therefore, we concentrated on the time-dependent
ionization of iron in this paper.

The continuity equations for iron are expressed as follows:

∂nFe
i

∂t
+ ∇ · nFe

i v = ne

[
nFe

i+1α
Fe
i+1 + nFe

i−1S
Fe
i−1 − nFe

i

(
αFe

i + SFe
i

)]
,

(5)
where nFe

i is the number density of the ith charge state of the
iron, αFe

i represents the collisional and dielectronic recombina-
tion coefficients, and SFe

i represents the collisional ionization
coefficients. The ionization and recombination rates were cal-
culated using the work of Arnaud & Rothenflug (1985), Arnaud
& Raymond (1992), and Mazzotta et al. (1998). Here we as-
sumed that all ions and electrons have the same flow speed and
temperature in the same upstream location. Note that the ions
just across the slow-mode shocks still have the charge state dis-
tributed at the coronal temperature, although the temperature has
already jumped up to the downstream value (T2). The ioniza-
tion and recombination coefficients (α and S) strongly depend
on temperature and weakly depend on density. The timescale
for ionization and recombination is proportional to n−1

e (see
Equation (5)).

We examined the time-dependent ionization calculation in
the magnetic reconnection region with the assumption that
plasma does not mix with the plasma coming from the other
slow-mode shock crossings, the “stream line model” (see Ko
et al. 2010). The typical outflow velocity in our calculation
is roughly 1500 km s−1, and iron thermal velocity at T =
31.3 MK is roughly 100 km s−1. It seems that the plasma
mixing for iron along the magnetic field line is small, because
the thermal velocity of iron is small compared with outflow
velocity. Figure 2 shows an example of our time-dependent
ionization calculation (Run1) in the magnetic reconnection
region. The plasma conditions are given in Table 1. The
calculation was carried out in the plasma comoving frame.
The horizontal axis shows the time from crossing the slow-
mode shock, and the vertical axis shows the ionic fraction
of iron. Because we assumed that the ions are initially in
ionization equilibrium (T1 = 1.5 MK), Fe xiii is dominant
at t ∼ 0 in Figure 2. After crossing the slow-mode shock,
plasma rapidly ionizes by collisions with the hot electrons (T2 =
31.3 MK), and Fe xxv dominates after 100 s from the slow-
mode shock crossing. Roughly speaking, ionization equilibrium
is accomplished within 103 s in the case in which upstream
electron density is 109 cm−3. In the case where the upstream
electron density (N1) is equal to 1010(Run2)/108(Run3) cm−3,

3

Initial : Ionization Equilibrium
Te: 1.5 MK à 31.3 MK @ t=0
Ne: 2.45 x 10^9 /cc



The Astrophysical Journal, 742:70 (11pp), 2011 December 1 Imada et al.

Figure 4. Result of Run2 (high-density condition, N1 = 1010 cm−3). The figure format is the same as Figure 3.
(A color version of this figure is available in the online journal.)

Figure 5. Result of Run3 (low-density condition, N1 = 108 cm−3). The figure format is the same as Figure 3.
(A color version of this figure is available in the online journal.)

6

Petschek Reconnection
Density	Ne=10^8	/cc

Imada et al., APJ, 2011SS

Xpoint
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Figure 4. Result of Run2 (high-density condition, N1 = 1010 cm−3). The figure format is the same as Figure 3.
(A color version of this figure is available in the online journal.)

Figure 5. Result of Run3 (low-density condition, N1 = 108 cm−3). The figure format is the same as Figure 3.
(A color version of this figure is available in the online journal.)
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How	to	diagnose	MRX	region?

80sec:L310sec:L2
1sec:L1

Density:	Line	ratio	
(L2-L1)/9=v1
(L3-L2)/70=v2
Assume	V1~V2
Te	and	V	can	be	inverted.



Sweet-Parker	.vs.	Petschek RX	
4 WARREN ET AL.
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Figure 2. A series of AIA 193 Å images for the flare. This sequence shows the eruption of the filament and the formation of a linear, current-
sheet-like feature behind the cavity. AIA 193 Å includes contributions from Fe XII and Fe XXIV and shows both the million degree corona
and high temperature emission from the flare. The field of view shown here is 268′′ × 166

′′ centered at (1068′′ , -143′′). Note that these are
composite images constructed from combining long and short exposure time images. The boundary between the two can be seen in many of
the images. The wedge pattern seen in many of the images is the diffraction of emission from the brightest part of the flare off of the mesh
supporting the front entrance filters.

continuously run an observing sequence that saved 15 spec-

tral windows over a field of 240′′ × 304′′ using the 2′′ slit

and 3′′ steps between exposures. The exposure time at each

position was fixed at 5 s and the total time for each raster

was 535 s. The sequence used to observe this flare began at

05:44 on September 10, 2017 and ended at 16:53, just af-

ter the peak of the event. Observations resumed at 18:33

in a “flare hunting” mode where EIS executed a very low

telemetry study until a flare was detected by the Hinode X-

Ray Telescope (XRT; Golub et al. 2007) and then branched

to the high telemetry raster. These observations from late in

the flare will be discussed in a separate paper.

All of the EIS level0 data from this time were processed

using eis_prepwith the default settings. We fit each spec-

tral feature of interest in each raster with a Gaussian. There

are approximately 30 emission lines available in these ob-

servations. Of primary interest here are Fe XXIV 192.04 Å,

255.10 Å and Fe XXIII 263.76 Å. As we will show, the tem-

peratures in the current sheet are relatively high and the cur-

rent sheet is not observed in the lower temperature emission

lines, such as Ca XVII 192.858 Å.

Since the exposure time is fixed, the brightest features near

the peak of the flare are saturated. This is common for the

Fe XXIV 192.04 Å line, which occurs near the peak effec-
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Fig. 2.— Closeup images of the reconnection site in six different wavelengths (171, 193, 211,
335, 94 and 131 Å) of AIA at the time when the current sheet, the plasma blob and the hot
post flare loops are observed. White solid lines indicate the solar limb.
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(A) Sheet structure without islands (B) Sheet structure with islands

FIG. 1.—Two-dimensional distributions at t 5 16 of temperature (color map), magnetic field lines (solid lines), and velocity vectors (arrows) for the case without
heat conduction (upper panel) and for the case with heat conduction (lower panel). The levels of the color map are shown to the right. The unit of velocity vectors
is shown at the top right of the figure, whose size is V 5 5.0 in units of the initial sound velocity. The unit of length is the initial half-thickness of the current sheet.
The dimensional units of the length, the temperature, and the density are, respectively, d 5 109 cm, T 5 4 3 106 K, and nnormal 5 2 3 109 cm23 . The initial plasma
beta is b 5 0.03, and the Alfvén velocity is VA 2 6.5 2 1500 km s21 .

YOKOYAMA & SHIBATA (see 474, L62)

PLATE L8

by far larger than 104, this could be considered as quite a
generic scenario of fast reconnection.16 However, many
details of the underlying multiple-plasmoid process still
remain controversial. Thus, the objective of our paper is to
elucidate the issue of fast MHD reconnection by revealing
the small-scale mechanism of its working.

We performed two-dimensional resistive MHD simula-
tion of reconnection in an anti-parallel magnetic field config-
uration of the Harris current sheet.17 We solved the standard
set of compressible resistive MHD equation, where viscosity
and thermal conductivity are ignored. The initial magnetic
field is given by ~B ¼ ½B0tanhðz=L0Þ; 0; 0% (L0 is the current
sheet half-thickness). The size of the simulation box, which
is 0L0 < x < 600L0; 0L0 < z < 25L0, is set to be large
enough for allowing nonlinear evolution and motion of plas-
moids with a little effect of boundaries. Assuming symmetry,
only the upper half of the system is followed in computation.
Reconnection is triggered by a small initial magnetic field
perturbation, which is localized at the center, 275L0 < x
< 325L0. In order to resolve fine structure of the current
sheet and plasmoids, we used a refined grid size that is
almost uniform within the domain 220 < x < 380; z < 0:8
but gradually stretches toward the boundaries. The boundary
conditions are as follows: a conducting wall at the top
boundary, and mirror symmetry at all others. A typical
spatial resolution for the case of the Lundquist number S0

¼ L0VA0=g ¼ 104 is Dx ¼ 9& 10'3L0;Dz ¼ 8& 10'4L0 at
the center of current sheet. The numerical code is based on
the Harten–Lax–van Leer Discontinuities (HLLD) scheme,
which is able to resolve MHD shocks.18 The divergence-free
property of magnetic field is controlled by the HLL-flux-CT
(Harten-Lax-van Leer flux Constrainted Transport) method.19

Physical quantities are normalized as follows: length—
by L0, magnetic field strength—by B0, mass density—by q0,
a uniform density far from the current sheet. The magnetic
diffusivity g is assumed to be spatially uniform and not vary-
ing with time, and the plasma beta is b ¼ 0:2 in a uniform
plasma far from the current sheet. The presented below
results correspond to three particular values of the Lundquist
number: S0 ¼ 104; 105; and 106, all of which are above the
plasmoid instability threshold Sc. Aiming to clarify the mecha-
nism of fast reconnection, in this paper we concentrate mainly
on the case of S0 ¼ 104. Note that under the above given nor-
malization, the value of Lundquist number is defined by the
current sheet thickness. However, in all preceding studies of
the plasmoid instability,10–14 the current sheet length rather
than its thickness is used as a scale length. Therefore, in order
to make a proper comparison, one should re-calculate the
Lundquist number accordingly. Thus, our case of S0 ¼ 104,
where the current sheet length is about 100L0, corresponds to
S ¼ 106 for the simulations reported in Refs. 11–14.

The normalized reconnection rate (Fig. 1) is defined as
the time derivative of the reconnected magnetic flux divided
by the product of the Alfven velocity and the horizontal
magnetic field (Bx) strength at the inflow boundary of diffu-
sion region. The reconnected flux is calculated as the differ-
ence between the maximum and the minimum values of the
magnetic flux function along the current sheet (line z ¼ 0 on
Fig. 2). The inflow boundary is assumed to be located above

the X-point, where the current density is one order of magni-
tude smaller than at the X-point itself. Such normalization of
the reconnection rate is necessary for a proper comparison
between the cases of a different Lundquist number.

Fig. 1 shows temporal evolution of the scaled reconnec-
tion rate for the cases of S0 ¼ 104; 105; and 106. Initially, at
t ( 200, the reconnection rate is slower for higher Lundquist
numbers. At this stage, an elongated Sweet-Parker type cur-
rent sheet is formed as shown in Fig. 2, which represents
temporal evolution of the magnetic field and the electric cur-
rent structure for the case of S0 ¼ 104. Then, as time pro-
gresses, the aspect ratio of the current sheet becomes too
large, and the sheet breaks up due to plasmoid instability
(t ) 400, panel (c)). After that, a further growth of plasmoids
increases the reconnection rate up to 0.01 at t ¼ 500' 600
(panels (d) and (e)).

FIG. 1. Temporal evolution of the normalized reconnection rate for different
values of the Lundquist number S0.

FIG. 2. Magnetic field (solid lines) and electric current density at various
stages of reconnection for S0 ¼ 104. (Multimedia view) [URL: http://
dx.doi.org/10.1063/1.4934652.1]
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(D) Plasmoid-Unstable Reconnection
(C) Petschek Reconnection

slow-mode shock

fast-mode shock
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乱流的？
Laminar	な流れ



3.5 Instrument module 
design, performance 
characteristics, and key 
resources

3.5.1 Module design
 
The EUVST instrument consists of two major 
modules, a Telescope Unit and a Spectrograph 
Unit (Figure 3.9). The entire package will be 

mounted to a mechanical interface provided by 
the Solar-C spacecraft with isostatic mounting 
legs. This mounting will provide thermal inde-
pendence from the spacecraft. The Telescope 
Unit structure is the main support structure of 
the instrument module and has provisions to 
mount the Spectrograph Unit structure. The 
opto-mechanical layout of the system is shown 
in Figure 3.10. The Telescope Unit will con-
sist of a front door assembly, the single-mirror 
telescope assembly (an off-axis parabola with 

Figure 3.9: Physical block diagram of the instrument, showing major components in the instrument and digital communi-
cation links.

Figure 3.10: The instrument opto-mechanical layout
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3. EUV/FUV High-Throughput Spectroscopic Telescope (EUVST)

高い空間分解能 (0.4”)	

高い時間分解能
(露出0.1-20sec)

広い温度範囲 (0.01-20MK)

Solar-C（EUVST）

à小型衛星

紫外線分光観測

次世代太陽観測衛星
Solar-C EUVST



高い空間分解能で運動を理解する

obtaining spectra over § 0.3Ǝ seems capable of 
measuring plasma parameters within the overall 
loop envelope. These observations will provide 
the density, temperature and plasma motion pro-
files of the loops with far better accuracy than 
possible with current instruments. Understand-
ing the sub-structure is crucial for determining 
energy flow in coronal loops and ultimately for 
understanding the physics of coronal heating.

A possible scenario is that these loops are 
heated by small-scale energy releases, often 
called nanoflares, occurring in the corona. One 
important issue is to observationally identify 
the time scales of heating. If nanoflares occur in 
a loop with high enough frequency, the plasma 
properties will resemble that of steady heating, 
producing substantially isothermal emission at 
2 – 3 MK. On the other hand, low-frequency 
nanoflares allow the loop to cool down before 
being reheated, which would result in a multi-
temperature structure where faint emission at 
extremely high temperatures (§ 7 – 10 MK) 

from Brooks et al. (2012) concludes that these 
loops contain at most few strands with sizes of 
few to several tenths of an arcsec. Moreover, 
very recent observations of the corona at §0.25Ǝ 
resolution obtained by the Hi-C NASA sounding 
rocket show that a resolution better than 0.35Ǝ 
is required to study these coronal structures (J. 
Cirtain, private communication). Figure 3.3 uses 
Hi-C images to show the effect of increasing 
spatial resolution from what currently available 
(EIS) to what achieved by Hi-C and foreseen for 
EUVST. It can clearly be seen how most of the 
coronal structures appear resolved at this reso-
lution (see also Brooks et al. 2013). 

On the other hand, in their cores, active regions 
have also hot (3 – 4 MK) loops, which are unre-
solved by AIA, probably also because they are 
densely packed. Spectroscopic measurements 
in the EUV have suggested that only 10% of 
the volume of hot coronal loops is filled with 
plasma, when they are observed with a spatial 
resolution of 2Ǝ − 3Ǝ (Warren et al. 2008). Thus, 

Figure 3.3: 46"×46" subfields of an Hi-C image both at native resolution (top) and convolved to EIS resolution (bottom). A 
PSF value of 0.2" to 0.3" is quoted by the Hi-C team. Here a value of 0.25" (180 km) was used.
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ひのでEISの解像度 ~2000km

Hi-Cロケット実験の解像度 ~200km



高い時間分解能
• アルベン時間 ~		数１０秒

• 音波伝搬時間 ~	100	秒
• 電離の時間スケール ~	100	秒
• イオンー電子間での緩和時間 ~ 100秒

The Astrophysical Journal, 755:93 (12pp), 2012 August 20 Imada & Zweibel
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Figure 2. Current sheet distribution and heating rates. (a) Schematic illustration of multiple current sheets inside a coronal loop. (b) Current sheet distribution given
by Equation (11) as a function of current sheet thickness. (c) Collisionless heating rate as a function of density for the three values of Hcl used in the models discussed
in Sections 4.1–4.3.

heating rate by collisionless reconnection as follows:

H1(δi) = Ė

∫ δi

0
f dδ = Hc1

(
δi

δc

+
λ

δc

log

(
cosh

(
δi−δc

λ

)

cosh
(

δc

λ

)

))

,

(12)
where Ė, Hc1 are the energy release rate by fast reconnec-
tion in each current sheet, and the heating rate parameter
(= Ėf0δc/2), respectively. Figure 2(c) shows the heating rate
as a function of density in the three cases (Hc1 = 3 ×
10−2–10−4 erg cm−3 s−1). As a “reality check” of this parame-
ter range, we define an effective magnetic dissipation time τdiss
by H1 = B2/(8πτdiss) = 400(B/100 G)2/τdiss erg cm−3 s−1.
We then see that the shortest dissipation time τdiss shown in
Figure 2(c) is about 400 s for a 100 G magnetic field, and oc-
curs for Hcl = 3 × 10−2 erg cm−3 s−1 and n = 108 cm−3.
However, in a later section (Section 4.3), we show that the loop
density never falls below 109 cm−3, corresponding to τdiss an
order of magnitude larger. We conclude that this range of pa-
rameters is reasonable for average magnetic loops in the solar
corona. However, in Section 4.5 (Parameter survey), we show
that much larger heating rates can be achieved if Hcl is as large
as 3 × 10−1 erg cm−3 s−1. Such a large heating rate demands
rapid dissipation of the free energy of a very large background
field which is highly stressed, which may not be commonly
achievable. But we think it is useful when we apply our model
to other astrophysical conditions.

2.2.2. Coronal Heating Model in the Collisional Regime

For collisional heating, we assume that Sweet–Parker recon-
nection is the dominant heating mechanism. The energy release
rate in Sweet–Parker reconnection is proportional to VAS−1/2

in the case of constant magnetic field. The Spitzer resistivity
η ∝ T −3/2. Thus, we assume that the heating rate in the colli-
sional regime can be written as

H2(T ) = Hc2 ×
(

T

Tc

)− 3
4
(

ρ

ρc

)− 1
4

, (13)

where Hc2, Tc, ρc are the parameters for collisional heating,
which we take to be 1.0 × 10−5 erg cm−3 s−1, 2 MK, and
m × 109 g cm−3, respectively.

2.2.3. Chromospheric and Lower Transition Region Heating

Generally, the heating of the chromosphere to lower transition
region is believed to be larger than that of the corona because of
their high-density condition. These regions have an important
role in our study as the mass reservoir or energy consumer

of the excess energy in the corona. Therefore, to produce a
robust chromosphere and lower transition region, we assume an
unspecified heating mechanism of the form

H3(ρ, T ) = Hc3

2
ρ

ρ0

(
T

T0

)− 3
4
(

1 + tanh
((

ρ

ρcl
− 1

)
/λ3

))
,

(14)
where Hc3, ρ0, T0 are the heating rate coefficient (6 ×
104 erg cm−3 s−1), mass density (m × 1017 g cm−3), and chro-
mospheric reference temperature (104 K). The parameters ρcl,
λ3 are taken to be 1010 and 0.1; this reduces H3 nearly to zero
in the corona, as desired.

3. EQUILIBRIUM

Static solutions of Equation (3) satisfy the thermal equilib-
rium condition

d

dx
κ∥

dT

dx
= R − H. (15)

Approximating the conductive term by κ∥T/L2, we can estimate
the relative importance of conduction and radiation in cooling
the loop by computing the so-called Field length,5 Lf , the value
of L for which these terms are equal

Lf ≡
(

κ∥T

R

)1/2

= 9.5 × 109

(
T

7/2
6

n2
9Λ−23

)1/2

cm, (16)

where for any quantity q the notation qa means q/10a . For
typical quiet solar corona parameters (T6 ∼ 2, n9 ∼ 1), Lf well
exceeds our chosen loop half-length 2.6 Mm. Thus, we expect
the loop to be cooled primarily by thermal conduction rather
than radiation, a point first emphasized by Rosner et al. (1978).

Since L < Lf , we would expect conduction to play an
important role in stabilizing the loop. According to the classical
analysis of Field (1965), in the absence of conduction both
the radiative loss and collisionless heating functions should
destabilize the medium to quasi-isobaric perturbations, those
for which δn/n ∼ −δT/T . A positive temperature fluctuation
δT is accompanied by a negative density fluctuation δn, which
increases the heating rate (see Equation (12)) and lowers the
cooling rate, enabling the perturbation to grow. However, since
L/Lf ≪ 1, any perturbation which satisfies periodic boundary
conditions and is symmetric about the loop top should be
strongly damped by conduction. Instead, we will see that

5 The name recognizes G. B. Field’s influential paper on thermal instability
(Field 1965).
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Tomczyk+,	Science	2007ひのでEISでは１０秒露出で１０００秒かかる



広い温度範囲

Temperature Coverage 
Since the solar atmosphere is characterized by the continuous 
exchange of mass and energy through different temperature regimes/
regions, this is arguably the strongest requirement. 
It is the reason for: 
•  Mirror uniformly coated with broad-band coating 
•  Detector split in two halves 
•  SW Channel (169 – 214 Å):   
•  The 1 to 2 MK corona (Fe IX 171, Fe XIV 211) 

•  LW Channel First Order (690 - 850, 925 - 1085, 1115 - 1275 Å) 
LW Channel Second order (465 - 630)  
•  The upper Chromosphere, TR and many flare lines.  

Both channels are needed but  
do we need three LW cameras 
(about 2.5 kg each)? 
Do we need them that big? 

Ni, Fe, Ca, S, Si Mg,	Oなど温度範囲だけでなくイオン種のカバーも豊富
電離非平衡・イオン温度などにも議論も有効

１万度の彩層から１００万度のコロナ（フレアは数千万度）まで
連続的にエネルギーの輸送・散逸を捉える！



SolarC EUVST小型で目指すサイエンス

• 彩層・コロナと太陽風�形成に必要なエネルギー・
質量輸送機構�究明

• 太陽面爆発現象�物理過程�解明

別の言い方をすると

• 天体プラズマにおけるエネルギー輸送過程の解明
• 天体プラズマにおけるエネルギー散逸過程の解明

ポイント：１）エネルギー散逸領域を捉える
２）エネルギー輸送を適切な時間スケールで観測


