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Recent observations
❖ 1. n-capture elements in Sculptor

❖ ESO’s VLT, FLAMES/GIRAFFE, FLAMES/UVES

❖ 2.3×106 Msun

❖ 2. n-capture elements in Milky-Way
❖ GALAH survey, APOGEE survey

❖ 3. Eu detection in Grus II (3rd UFD with Eu)
❖ LCO’s Magellan-Clay telescope, MIKE spectrograph

❖ 3.4×103 Msun



1. n-capture in Sculptor
❖ 2.3×106 Msun

❖ s-process elements 
are delayed 
compared to α-
elements

❖ r-process elements 
are not delayed 
compared to α-
elements

Á. Skúladóttir et al.: Neutron-capture elements in dwarf galaxies. I.

Fig. 2. Ratios of the n-capture elements to Mg. Target stars are shown with blue (GIRAFFE) and light blue (UVES) circles. The representative error
bar for the Sculptor data is shown in blue. Previous measurements in Sculptor from HR spectra are shown with magenta diamonds (Shetrone et al.
2003; Geisler et al. 2005; Kirby & Cohen 2012; Skúladóttir et al. 2015a; Jablonka et al. 2015). Open diamonds are stars with peculiar abundances
of the n-capture elements. Milky Way stars are shown with black squares. Open squares refer to Milky Way stars with high [Ba/Mg] > 0 and
confirmed high [C/Fe] > 0.7. Milky Way references: Reddy et al. (2003, 2006); Venn et al. (2004); François et al. (2007); Mishenina et al. (2013);
Roederer et al. (2014a). The SAGA database (Suda et al. 2008) was used to gather this compilation.

coverage (see Sect. 2.3 and Table B.1), nondetections do not bias
this result toward higher values at lower metallicities.

3.2. Chemical clocks in different environments

The abundance ratios [Y/Mg] and [Ba/Mg] have a particularly
clear correlation with stellar age in Sculptor, as is shown in
Fig. 3. A similar result has previously been observed in the Milky

Way, where solar twins show an exceptionally good correlation
between [Y/Mg] and age, as well as [Ba/Mg] and age (da Silva
et al. 2012; Nissen 2015, 2016; Nissen et al. 2017; Nissen &
Gustafsson 2018; Tucci Maia et al. 2016; Spina et al. 2018).
This has lead to the discussion of using these abundance ratios
as “chemical clocks” because accurate stellar ages are notori-
ously challenging to measure (e.g., Soderblom 2010; Chaplin
& Miglio 2013). Empirical relations have been found between
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❖ SFH is different from 
MW

❖ s-process elements are 
delayed compared to 
Fe

❖ r-process elements are 
similar to α-elements

❖ weak-s and main-s 
seems to be different.

α-element
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main-s

main-s

main-r

main-s
main-r
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(main-r)

1. n-capture in Sculptor
A&A 634, A84 (2020)

Fig. 1. Abundances of Mg and n-capture elements in the Sculptor dSph. Target stars are shown with blue (GIRAFFE) and light-blue (UVES) circles.
Previous measurements in Sculptor from HR spectra are shown with magenta diamonds. Open diamonds are stars with peculiar abundances of
the n-capture elements. Milky Way stars are shown with black squares. Sculptor literature: Shetrone et al. (2003), Geisler et al. (2005), Kirby &
Cohen (2012), Skúladóttir et al. (2015a), Jablonka et al. (2015). Milky Way references: Burris et al. (2000), Reddy et al. (2003, 2006), Venn et al.
(2004), Simmerer et al. (2004), François et al. (2007), Hansen et al. (2012), Mishenina et al. (2013), Roederer et al. (2014). The SAGA database
(Suda et al. 2008) was used to gather this compilation.

At higher [Fe/H] > �1.8, the scatter in most elemental
abundances is consistent with measurement errors. A possible
exception is [Y/Fe] at [Fe/H] > �1.3, where �[Y/Fe] = 0.28,
while the average error is h�[Y/Fe]i = 0.23. Another case is Nd,
where the high number of available Nd ii lines leads to rela-
tively small measurement errors. At intermediate metallicities,

�1.9 . [Fe/H] . �1.3, the scatter in [Nd/Fe] thus exceeds what
is expected from the measurement errors alone, see Fig. 1.

An intrinsic scatter in these elements could be due to the
s- and/or r-process products not being fully homogeneously
mixed in the ISM. If the scatter is not solely from random errors,
this would cause correlations in the abundances of di↵erent
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2. n-capture in Milky Way
❖ high-Ia and low-Ia 

behave differently: all the 
n-capture elements have 
delay, including Eu.

10 Griffith et al.
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Figure 8. Left: Same as Figure 3 but for neutron capture elements with the y-axis range expanded. All neutron capture
elements show some separation between the high-Ia and low-Ia sequences, suggesting combined contribution from a prompt and
a delayed process. All also have metallicity dependent trends, with Y, Ba, and La’s taking a non-linear form. Right: Median
high-Ia and low-Ia sequences for neutron capture elements plotted against [Fe/H]. The peaks in median sequences are o↵set in
[Mg/H] but line up in [Fe/H].

(e.g., C, Y, Ba, La, and maybe Na and P), the model
parameters should be regarded as only qualitative indi-
cations, since the time profile of AGB enrichment will
not match that of SNIa.

To derive the best RX
Ia

, ↵cc, and ↵Ia values for our pop-
ulation, we perform an unweighted, least-squares fit of
the 2-process model. We simultaneously fit the high-Ia
and low-Ia median sequences of each element, requiring
the same parameters for both populations. Because the
model is almost certainly too simple to describe these
sequences within the tiny statistical errors of the me-
dian ratios, a weighted fit is less appropriate and formal
�2 values are not meaningful. As in W19, we conduct a
grid search for each free-parameter with a grid step size
of 0.01. We run two fits, one restricting ↵Ia = 0, and one
with all three parameters free. We find similar fit qual-
ity and RX

Ia
values for both, so we report only the three

free-parameter model here. Given the tiny statistical er-

rors, we do not report error bars on the fit parameters,
as they would be small but not meaningful.

Qualitatively, a larger RX
Ia

value drives up the SNIa
contribution and increases the separation between the
high-Ia and low-Ia sequences. Positive ↵cc and ↵Ia

values correspond to increasing metallicity dependence,
and negative to decreasing metallicity dependence. ↵cc

tilts both sequences, while ↵Ia can change the relative
tilt of the the high-Ia sequence. As the model assumes
that Mg yields have no metallicity dependence, the ↵cc

and ↵Ia parameters really represent the metallicity de-
pendences relative to that of Mg.

In Figures 3 to 8 we use GALAH abundance ratios
as reported in DR2. However, global zero-point o↵sets,
like those applied to APOGEE data by Holtzman et al.
(2018), are quite plausible given the inevitable imperfec-
tions of abundance determinations. The observed high-
Ia sequence has [Fe/Mg] ⇡ 0 at [Mg/H] = 0, and one
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Figure 2. Distribution of 70 924 stars with SNR � 40
and 4500K  Te↵  6200K in [Mg/Fe] vs. [Fe/H] space.
The dividing line between the high-Ia and low-Ia popula-
tions is taken from W19. Black and red markers represent
the GALAH and APOGEE median trends, respectively, for
high-Ia and low-Ia populations.

GALAH and APOGEE show a comparably small sep-
aration between the high-Ia and low-Ia sequences for
[K/Mg], suggesting mainly CCSN origin. However, the
metallicity dependences of these trends di↵er drastically
between the two surveys: a strong negative slope for
GALAH vs. a mild positive slope for APOGEE. K
su↵ers from strong non-LTE e↵ects in the optical and
weak lines in the near-IR, making its abundance di�-
cult to determine. GALAH measures K from the K I
7699 Å line, which is susceptible to interstellar absorp-
tion (B19). Many theoretical yield models underpredict
observed K abundances by a large factor (e.g., AWSJ17;
Rybizki et al. 2017; but see Sukhbold et al. 2016). Fig-
ure 4 shows that improvements in K abundance mea-
surements are needed before we can draw robust con-
clusions about its nucleosynthetic origin.
Fe-peak elements: Median trends for odd-Z elements

(V, Mn, and Co) are plotted in the left hand column
of Figure 5 and even-Z elements (Cr, Fe, and Ni) are
plotted on the right. We expect all Fe-peak elements
included here to have both CCSN and SNIa contribu-
tion. SN yields for odd-Z elements also predict posi-
tive metallicity dependence (AWSJ17). We see obvious
separations between the high-Ia and low-Ia sequences in
[V/Mg], [Mn/Mg], and [Co/Mg]. The [V/Mg] values are
higher in GALAH than APOGEE, with a flatter trend.

-0.4

-0.2

0.0

0.2

[O
/M

g]

O

-0.4

-0.2

0.0

0.2

[S
i/M

g]

Si

-1.5 -1.0 -0.5 0.0 0.5 1.0
[Mg/H]

-0.4

-0.2

0.0

0.2

[C
a/

M
g]

Ca

Figure 3. GALAH ↵-element median abundances of the
high-Ia (blue circles) and low-Ia (red squares) populations
with contours at the 10th, 25th, 50th, 75th, and 90th per-
centiles. Data are binned by 0.1 dex in [Mg/H]. Median
values are shown for bins with >40 stars. APOGEE median
abundances from W19 are included where applicable (black
markers). The GALAH and APOGEE median trends for Si
and Ca are similar, but O has a much steeper metallicity
dependence in GALAH.

The V lines employed in both surveys are weak and sus-
ceptible to blending in metal-rich and metal-poor stars,
so these trends should be viewed with caution (Jönsson
et al. 2018; B19).

Mn shows the most separation between the high-Ia
and low-Ia sequences, supporting yield predictions that
it has the largest SNIa contribution of the odd-Z el-
ements shown here (AWSJ17). Mn abundances agree
well between GALAH and APOGEE. Both surveys as-
sume LTE when deriving Mn abundances. The observed
metallicity dependence may flatten after applying non-
LTE corrections (Battistini & Bensby 2016). Co was
only detected for ⇠ 4% of stars observed by GALAH
(B19). Its metallicity dependence in GALAH is much
flatter than in APOGEE.

Even-Z elements display weaker metallicity depen-
dences than the odd-Z elements. We note that the high-
Ia and low-Ia populations for Fe are perfectly separated
at all percentile levels by definition (Equation 1). As in
APOGEE, the GALAH low-Ia median plateaus around
[Fe/Mg] of -0.3 dex. [Cr/Mg] trends are roughly similar
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Figure 2. Distribution of 70 924 stars with SNR � 40
and 4500K  Te↵  6200K in [Mg/Fe] vs. [Fe/H] space.
The dividing line between the high-Ia and low-Ia popula-
tions is taken from W19. Black and red markers represent
the GALAH and APOGEE median trends, respectively, for
high-Ia and low-Ia populations.

GALAH and APOGEE show a comparably small sep-
aration between the high-Ia and low-Ia sequences for
[K/Mg], suggesting mainly CCSN origin. However, the
metallicity dependences of these trends di↵er drastically
between the two surveys: a strong negative slope for
GALAH vs. a mild positive slope for APOGEE. K
su↵ers from strong non-LTE e↵ects in the optical and
weak lines in the near-IR, making its abundance di�-
cult to determine. GALAH measures K from the K I
7699 Å line, which is susceptible to interstellar absorp-
tion (B19). Many theoretical yield models underpredict
observed K abundances by a large factor (e.g., AWSJ17;
Rybizki et al. 2017; but see Sukhbold et al. 2016). Fig-
ure 4 shows that improvements in K abundance mea-
surements are needed before we can draw robust con-
clusions about its nucleosynthetic origin.
Fe-peak elements: Median trends for odd-Z elements

(V, Mn, and Co) are plotted in the left hand column
of Figure 5 and even-Z elements (Cr, Fe, and Ni) are
plotted on the right. We expect all Fe-peak elements
included here to have both CCSN and SNIa contribu-
tion. SN yields for odd-Z elements also predict posi-
tive metallicity dependence (AWSJ17). We see obvious
separations between the high-Ia and low-Ia sequences in
[V/Mg], [Mn/Mg], and [Co/Mg]. The [V/Mg] values are
higher in GALAH than APOGEE, with a flatter trend.

Figure 3. GALAH ↵-element median abundances of the
high-Ia (blue circles) and low-Ia (red squares) populations
with contours at the 10th, 25th, 50th, 75th, and 90th per-
centiles. Data are binned by 0.1 dex in [Mg/H]. Median
values are shown for bins with >40 stars. APOGEE median
abundances from W19 are included where applicable (black
markers). The GALAH and APOGEE median trends for Si
and Ca are similar, but O has a much steeper metallicity
dependence in GALAH.

The V lines employed in both surveys are weak and sus-
ceptible to blending in metal-rich and metal-poor stars,
so these trends should be viewed with caution (Jönsson
et al. 2018; B19).

Mn shows the most separation between the high-Ia
and low-Ia sequences, supporting yield predictions that
it has the largest SNIa contribution of the odd-Z el-
ements shown here (AWSJ17). Mn abundances agree
well between GALAH and APOGEE. Both surveys as-
sume LTE when deriving Mn abundances. The observed
metallicity dependence may flatten after applying non-
LTE corrections (Battistini & Bensby 2016). Co was
only detected for ⇠ 4% of stars observed by GALAH
(B19). Its metallicity dependence in GALAH is much
flatter than in APOGEE.

Even-Z elements display weaker metallicity depen-
dences than the odd-Z elements. We note that the high-
Ia and low-Ia populations for Fe are perfectly separated
at all percentile levels by definition (Equation 1). As in
APOGEE, the GALAH low-Ia median plateaus around
[Fe/Mg] of -0.3 dex. [Cr/Mg] trends are roughly similar
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❖ Third UFD with Eu

❖ Consistent with r-
process pattern

❖ [Ba/Fe] jump from 
~ -1.5 to -0.5

❖ Consistent with one 
prolific r-process

❖ XLa = -1.2 > -2.2 
(GW170817 value)

3. Eu detection in Grus II

10

Figure 3. [X/Fe] derived abundances for Gru II (black stars) compared to stellar abundances from the MW halo (grey dots;
Roederer & Kirby 2014) and other UFD galaxies (colored dots according to legend, see text for references). Upper limits for
Gru II stars are marked with downward pointing black triangles.
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Figure 6. Absolute abundances of neutron-capture elements derived for J220423 compared to the scaled solar system r-process
abundance pattern from Arlandini et al. (1999).
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Rio de Janeiro, Conselho Nacional de Desenvolvimento
Cient́ıfico e Tecnológico and the Ministério da Ciência,
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Figure 3. [X/Fe] derived abundances for Gru II (black stars) compared to stellar abundances from the MW halo (grey dots;
Roederer & Kirby 2014) and other UFD galaxies (colored dots according to legend, see text for references). Upper limits for
Gru II stars are marked with downward pointing black triangles.

r-process pattern
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Motivation
❖ What can we learn from recent UFD observations?

❖ Ba, Sr abundances of UFDs are lower than MW stars.

❖ Theoretically, UFDs are different from MW.

❖ UFDs are small, “0 or 1 r-process”.

❖ UFDs quench within first 1 Gyr, weaker AGB contribution.
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Figure 3. [X/Fe] derived abundances for Gru II (black stars) compared to stellar abundances from the MW halo (grey dots;
Roederer & Kirby 2014) and other UFD galaxies (colored dots according to legend, see text for references). Upper limits for
Gru II stars are marked with downward pointing black triangles.
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Simulation settings
❖ Yield table: Karakas+10 (?)

❖ Auriga galaxy formation model

❖ 3 galaxies: large UFD, small 
UFD, MW-like

Small UFD

Large UFD

MW-like

SF duration: ~13 Gyr

600 Myr

300 Myr

reionization

reionization



Results
❖ We need more Ba to explain [Ba/

Fe] of UFDs.

❖ Extended SFH galaxies have 
higher [Ba/Fe].

❖ It catches up at z=0 or [Fe/H] = 0.

Small UFD

Large UFD

MW-like



How can we reconcile?

❖ What should we reproduce?

❖ [Ba/Fe] ~ -1

❖ [Ba/Fe] scatter < 1dex 
within each UFD

10

Figure 3. [X/Fe] derived abundances for Gru II (black stars) compared to stellar abundances from the MW halo (grey dots;
Roederer & Kirby 2014) and other UFD galaxies (colored dots according to legend, see text for references). Upper limits for
Gru II stars are marked with downward pointing black triangles.
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[Ba/Fe] scatter
❖ If star formation duration is 

long (> ~500Myr), [Ba/Fe] 
scatter would be too large.

❖ Possible solutions are…

❖ Quickly quench.

❖ Enhance Ba production in 
(relatively) massive stars.

Small UFD

Large UFD



[Ba/Fe] value
❖ If star formation duration is 

short (< ~500Myr), [Ba/Fe] is 
too low.

❖ Possible solutions are…

❖ Keep forming stars for a 
long time.

❖ Modify yield.

Small UFD

Large UFD



Constraints
❖ In terms of [Ba/Fe] scatter, 

short star formation is favored.

❖ In terms of [Ba/Fe] values, long 
star formation is favored.

❖ It seems difficult to reconcile 
the simulation with 
observation only by modifying 
star formation history.

Small UFD

Large UFD



❖ Other Ba sources?

❖ Rotating massive stars.

❖ super-AGB stars.

❖ Some r-process events.

❖ Modify IMF?

Enhance Ba production
Abundance ratios in GALAH DR2 17

Figure 15. Same as Figure 11 but for neutron capture ele-
ments. As expected, the 2-process model with linear metal-
licity dependence does not fit Y, Ba, or La well.

Chempy returns two yield sets, a default and alterna-
tive, both plotted in Figure 17. The default set em-
ploys CCSN yields from Nomoto et al. (2013), SNIa
yields from Seitenzahl et al. (2013), and AGB yields
from Karakas (2010). The alternative set uses CCSN,
SNIa, and AGB yields from Chie� & Limongi (2004),
Thielemann et al. (2003), and Ventura et al. (2013),
respectively. Both yield sets adopt a Chabrier IMF
(Chabrier 2001) and assume all stars between 8 and
100 M� undergo CCSN explosions. Chempy yields pre-
sented here model the abundances of single stellar pop-
ulation formed at t = 0 with solar metallicity after 10
Gyrs.
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Figure 16. Fractional Ba yield from a single stellar popula-
tion of mass 106M� and metallicity ranging from Z of 0.001
to 0.02, integrated for 10 Gyrs with VICE (Johnson & Wein-
berg in prep). The dashed curve denotes the CCSN compo-
nent (Limongi & Chie� 2018) and the solid curve denotes
the total fractional yield, for which the AGB contribution
(Cristallo et al. 2011) dominates.

For the neutron capture elements, we include a pre-
dicted fractional r-process contribution, fr. We assume
neutron capture elements are produced solely by the r-
and s-process such that

fr = 1 � fs, (10)

and take s-process contributions from Arlandini et al.
(1999) and Bisterzo et al. (2014).

In the top left portion of Figure 17, the separation
between the black circle and red square indicates the
level of agreement or disagreement between GALAH
and APOGEE fcc values for that element; as seen in
Figures 10�12, the two data sets may imply di↵er-
ent metallicity trends even if they agree on fcc at so-
lar metallicity. The separation between these points
and the upward/downward blue triangles indicates the
level of agreement or disagreement with Chempy de-
fault/alternative yield predictions, and the blue line con-
necting these triangles illustrates the model uncertainty
associated with these di↵erent yields. The right half of
this panel shows elements that are unique to GALAH.
In the left half, S and P are unique to APOGEE.

Agreement for the ↵-elements is generally good. Both
GALAH and APOGEE imply fcc ⇡ 1 for O (despite
very di↵erent metallicity trends), in agreement with the
Chempy models. Both data sets imply fcc ⇠ 0.6 � 0.8

RMS

Griffith+20

stars. The proportion of low-mass binaries is less than 0.1%, and
the contribution to EMP stars is less then 1%. Note that our con-
clusion is dependent on the assumption of n(q), which is currently
very uncertain. In order to explain the origins of not only CEMP-s
stars but also CEMP-nos stars, however, the IMFs of EMP stars
have to be weighted in the intermediate and larger mass range.
Otherwise, one has to seek other formation mechanism(s) for all
the CEMP-nos stars, which are utterly unknown to the current
theory of stellar evolution and/or nucleosynthesis.

The present results further provide a way of probing into the
stellar populations that have left the EMP stars now constituting
the Galactic halo. We can estimate the total stellar mass necessary
to explain the number of currently observed EMP stars. From the
above derived IMF, we expect one low-mass star ofM < 0:8M!
out of EMP binaries numberingNbin ¼ Mmd/0:8M! and hence of
total stellar mass (3/2)NbinMmd on average if we assume the same
flat distribution of mass ratio [n(q) ¼ 1] as above. On the other
hand, from recent large-scale surveys, the number of observed
EMP stars in the Galactic halo is estimated at #670 sr$1 for
½Fe/H&<$2:5 and with the limiting magnitude of BP17:5
(Beers & Christlieb 2005; in deriving this number we assume the
ratio between EMP stars of ½Fe/H&<$3 and ½Fe/H&<$2:5 from
their Table 3). With this limiting magnitude, giants can be ob-
served up to distances of #100 kpc and hence within the whole
stellar halo, while dwarfs can be observed only in the neighbor-
hood of#3 kpc. Giants are about half the observed EMP stars, as
discussed in x 4. By taking into account the mass range of stars
now on the giant branch, !MG ¼ 0:01 M!, and the flat mass
function of EMP stars, we can estimate the total number of EMP
stars in the Galactic halo,

NEMP ’ 670 ; 0:5 ; 4! ; 0:8 M!=!MG

’ 3:4 ; 105: ð39Þ

Thus, the total mass, M½Fe=H &<$2:5, of stars in the mother stellar
populations of ½Fe/H &<$2:5 that have produced these low-
mass EMP stars that survive to date in the Galactic halo amounts
to

M½Fe=H &<$2:5

’ 6 ; 107 M! NEMP=3 ; 105
! "

Mmd=10 M!ð Þ2: ð40Þ

The loci of constant mass ofM½Fe=H &<$2:5 (10
7, 108, and 109M!),

obtained numerically from the equations given in xx 7.1 and 7.2,
are plotted in Figure 11 (dash-dotted lines). The total mass of stars
in the mother populations increases with Mmd, and most of them
have exploded as supernovae. Accordingly, the metal production
by these erstwhile supernovae can impose an upper bound on the
total stellar mass that has been involved in the mother populations
and hence an upper bound on the medium mass. If we take the
averaged iron yield to be#0.01 of the initial stellar mass, then the
mother populations can have increased the iron abundance in our
Galaxy up to

½Fe=H&’$2 þ log M½Fe=H &<$2:5=10
8 M!

! "
ð41Þ

on an averaged basis all over the Galaxy of total (baryon) mass
M ’ 1011 M!. With the derived high-mass IMF, the total mass
of stars of 108 M! are sufficient to promote the chemical evolu-
tion of the Galaxy to the metallicity of Population II. As a con-
sequence, the IMFs with Mmd significantly exceeding #10 M!
may be excluded by the metal overproduction.

In summary, the EMP stars currently observed originate from
a small fraction (#10% of binary systems in number) of stellar
populations of total mass#108M! that have once constituted, or
merged into, the Galactic halo. A significant portion of them be-
come CEMP stars, and another significant portion (#40%Y60%)
have been exposed to the supernova explosion of their compan-
ions. In the supernova binaries, the secondary stars are likely to
become unbound after the supernova explosions as a result of the
sudden reduction of the primary mass. The secondary stars may
possibly interact with the envelope matter lost through the wind
before being released and also with supernova ejecta from the
primary stars.

We conclude this section with two comments on the impli-
cations of these supernova binaries for the observed character-
istics of EMP stars. Because of the large wind velocity and the
expansion velocity of supernovae, only a small fraction of the
ejecta can be accreted by the secondary stars, and yet it may in-
fluence the surface characteristics for the elements of such small
abundances as the r-process elements. The r-process ismost poorly
understood among the stellar nucleosynthesis mechanisms, and
yet, it can be argued from the solar abundances and the super-
nova rates that the amount of r-process elements ejected per event
is of order Mr-p ’ 10$5 M! on average (Mathews & Cowan
1990; Woosley et al. 1994). Simply assuming the geometrical
cross sections for the accretion, we can expect the surface enrich-
ment of r-process elements of secondary stars to be as large as

½r=Fe&’ 1:3 þ log (Mr -p=10
$5 M!)

$ 2 log A(AU)$ log (Mscz;g=0:35) M! ð42Þ

for the giants of ½Fe/H& ’ $3. EMP stars are known to display
variations of r-process element abundances with a large range,
a factor of #1000,$1 < ½Eu/Fe& < 2 (Honda et al. 2004). The
above estimate can be compatible with the observed enrichments,
with the largest from the systems of the smallest separations. In
particular, our binary scenario gives a straightforward explanation
for the observed large variations in terms of the difference in the
binary separation. This new channel of surface pollution is worth
future investigation with the interaction between the matter ejected
by the supernova explosion and the secondary star taken into ac-
count. It may also happen that the secondary stars accrete the
envelope mass ejected by wind from primary stars before the
supernova and also are polluted through the accretion of the gas
shell of supernova remnants after the explosion.

Fig. 12.—Relative distributions,m"(m), of stellar masses for the derived IMF
of EMP stars withMmd ¼ 10M! and!M ¼ 0:4; solid and dashed curves denote
the mass distributions of primary and secondary components, respectively.
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Ba production
❖ Large UFD: [Ba/Fe] at ~130Myr

❖ Small UFD: [Ba/Fe] at ~50Myr

❖ →Ba should be produced 
within ~100Myr.

Small UFD

Large UFD



super-AGB stars
❖ Assuming 5Msun < M* < 7.5Msun 

experience super-AGB phase, yield is from 
Doherty+17, Z = -0.7 model

❖ [Ba/Fe] is enhanced, but not enough

❖ If sAGB were 10times more efficient, [Ba/Fe] 
seems consistent

Small UFD

Large UFD



Rotating massive stars

❖ Assuming 3×10-9 Msun of Ba 
is formed per 1Msun (following 
Griffith+20, originally Limongi&Chieffi18)

❖ Too many Ba.

Small UFD

Large UFD

Abundance ratios in GALAH DR2 17

Figure 15. Same as Figure 11 but for neutron capture ele-
ments. As expected, the 2-process model with linear metal-
licity dependence does not fit Y, Ba, or La well.

Chempy returns two yield sets, a default and alterna-
tive, both plotted in Figure 17. The default set em-
ploys CCSN yields from Nomoto et al. (2013), SNIa
yields from Seitenzahl et al. (2013), and AGB yields
from Karakas (2010). The alternative set uses CCSN,
SNIa, and AGB yields from Chie� & Limongi (2004),
Thielemann et al. (2003), and Ventura et al. (2013),
respectively. Both yield sets adopt a Chabrier IMF
(Chabrier 2001) and assume all stars between 8 and
100 M� undergo CCSN explosions. Chempy yields pre-
sented here model the abundances of single stellar pop-
ulation formed at t = 0 with solar metallicity after 10
Gyrs.

�1.2 �1.0 �0.8 �0.6 �0.4 �0.2 0.0 0.2
[M/H]
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Figure 16. Fractional Ba yield from a single stellar popula-
tion of mass 106M� and metallicity ranging from Z of 0.001
to 0.02, integrated for 10 Gyrs with VICE (Johnson & Wein-
berg in prep). The dashed curve denotes the CCSN compo-
nent (Limongi & Chie� 2018) and the solid curve denotes
the total fractional yield, for which the AGB contribution
(Cristallo et al. 2011) dominates.

For the neutron capture elements, we include a pre-
dicted fractional r-process contribution, fr. We assume
neutron capture elements are produced solely by the r-
and s-process such that

fr = 1 � fs, (10)

and take s-process contributions from Arlandini et al.
(1999) and Bisterzo et al. (2014).

In the top left portion of Figure 17, the separation
between the black circle and red square indicates the
level of agreement or disagreement between GALAH
and APOGEE fcc values for that element; as seen in
Figures 10�12, the two data sets may imply di↵er-
ent metallicity trends even if they agree on fcc at so-
lar metallicity. The separation between these points
and the upward/downward blue triangles indicates the
level of agreement or disagreement with Chempy de-
fault/alternative yield predictions, and the blue line con-
necting these triangles illustrates the model uncertainty
associated with these di↵erent yields. The right half of
this panel shows elements that are unique to GALAH.
In the left half, S and P are unique to APOGEE.

Agreement for the ↵-elements is generally good. Both
GALAH and APOGEE imply fcc ⇡ 1 for O (despite
very di↵erent metallicity trends), in agreement with the
Chempy models. Both data sets imply fcc ⇠ 0.6 � 0.8

RMS

Griffith+20



Rotating massive stars
❖ Assuming 10 times less, [Ba/Fe] 

seems consistent with observation.

❖ However, with this yield we 
cannot form [Ba/Fe] < -2… 
contradiction to Segue I?

Small UFD

Large UFD



Modify IMF
❖ Choosing IMF with smaller number 

of massive stars, [Ba/Fe] can be 
adjusted

❖ [Ba/Fe] decreases as [Fe/H] 
increases, as type-Ia is not negligible

Tuned IMF

Normal IMF



Discussions

❖ On the contribution of r-process to Ba

❖ On the diversity of Ba abundance among UFDs



❖ UFDs: L* < 105 Lsun

❖ r-process: rare and prolific.

❖ To explain high abundances in Ret-II

❖ To explain large scatter among halo stars 

❖ Roughly consistent with 1/105 Msun of stars formed

❖ → High [Eu/Fe] in Ret II, Tuc III and Gru II can be 
understood as “0 or 1” event of a prolific r-process.

Discussion 1: r-process?



❖ Cescutti+06

❖ At [Fe/H] < -2 r-
process is 
important.

❖ Roughly explains 
[Ba/Fe] - [Fe/H].

❖ r-process is from 
massive stars. Not 
rare nor prolific.

6 G. Cescutti et al.: The chemical evolution of Barium and Europium in the Milky Way

Table 2.Model parameters. The yields XnewBa are expressed as mass fractions. The subscript “ext” stands for extended (the yields
have been extrapolated down to 1M⊙) and M∗ for the mass of the star.

Mod s-process Ba r-process Ba s-process Eu r-process Eu
1 1. − 3M⊙ 12 − 30M⊙ none 12 − 30M⊙

Busso et al.(2001)ext. yields table 3 yields table 3
2 1. − 3M⊙ 10 − 25M⊙ none 10 − 25M⊙

Busso et al.(2001)ext. yields table 4 yields table 4
3 1.5 − 3M⊙ 8 − 10M⊙ none 12 − 30M⊙

Busso et al.(2001) XnewBa = 5.7 · 10
−6/M∗ yields table 3

(Travaglio et al. 2001)
4 1.5 − 3M⊙ 10 − 30M⊙ none 8 − 10M⊙

Busso et al.(2001) yields table 3 XnewEu = 3.1 · 10
−7/M∗

(Ishimaru et al.2004 Mod.A)
5 1.5 − 3M⊙ 10 − 30M⊙ none 20 − 25M⊙

Busso et al.(2001) yields table 3 XnewEu = 1.1 · 10
−6/M∗

(Ishimaru et al.2004 Mod.B)
6 1.5 − 3M⊙ 10 − 30M⊙ none > 30M⊙

Busso et al.(2001) yields table 3 XnewEu = 7.8 · 10
−7/M∗

(Ishimaru et al.2004 Mod.C)

Table 3. The stellar yields for Barium and Europium in massive stars (r-process) in the case of a primary origin.

Mstar XnewBa XnewEu

12. 9.00·10−7 4.50·10−8
15. 3.00·10−8 3.00·10−9
30. 1.00·10−9 5.00·10−10

Table 4. The stellar yields for Ba and Eu in massive stars (r-process) in the case of secondary origin. The mass fraction does not
change in function of the stellar mass.

Zstar XnewBa XnewEu
10 − 25M⊙ 10 − 25M⊙

Z < 5 · 10−7. 1.00·10−8 5.00·10−10
5 · 10−7 < Z < 1 · 10−5 1.00·10−6 5.00·10−8

Z > 1 · 10−5 1.60·10−7 8.00·10−9

In table 5 we show the results of this computation for
[Ba/Fe] versus [Fe/H], in table 6 for [Eu/Fe] and [Ba/Eu] versus
[Fe/H] and finally in table 7 for [Ba/Eu] versus [Ba/H].

Obviously having the ranges [Ba/H] and [Fe/H] different,
we have bins of different width.

We have divided in a different way the [Fe/H] for [Ba/Fe]
ratio and the [Fe/H] for [Eu/Fe] and [Ba/Eu] ratios because the
[Eu/Fe] ratio for 12 stars at very low metallicity is only an up-
per limit and therefore the data of these stars have not been
considered in the computation of the mean and the standard
deviation for [Eu/Fe] and [Ba/Eu] ratios.

In the case of [Ba/Eu] and [Eu/Fe] we have simply divided
the [Fe/H] axis in 15 bins of equal dimension (see table 6);
for [Ba/Fe] we have divided in 18 bins the [Fe/H] but we have
merged the first three bins (starting from the lowest value in
[Fe/H]) in a single bin in order to have enough data in the first
bin (see table 5). Finally for [Ba/Eu] versus [Ba/H] we have
splitted in 16 equal bins but again we have merged the first two
pairs in two bins for the same reason (see table 7).

In Fig. 5 we show the results for the model 3 (with the
yields used in Travaglio et al. 2001) for [Ba/Fe] versus [Fe/H].
As evident from Fig. 5, this model does not fit the data.

Moreover, the model in Fig. 5 is different from the similar
model computed by Travaglio et al. (1999). In fact, we want
to underline that we are using a different chemical evolution
model and this gives rise to different results. The main differ-
ence between the two chemical evolution models (the one of
Travaglio and the present one) consists in the age-[Fe/H] rela-
tion which grows more slowly in the model of Travaglio. The
cause for this difference is probably due to the different adopted
stellar lifetimes, to the different Mup (i.e. the mass of the most
massive star ending its life as C-O white dwarf) and to the yield
prescriptions for the iron which are probably the WW95 metal-
licity dependent ones in the model of Travaglio et al.(1999),
whereas we use the WW95 yields for the solar chemical com-
positios, which produce faster rise of Iron.

In fact, in order to better fit the new data we have to extend
the mass range for the production of the r-processed Barium to-

G. Cescutti et al.: The chemical evolution of Barium and Europium in the Milky Way 9
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Fig. 6. The data are the same as in Fig. 5. In this Fig. we show
in solid line the model 1 and in dashed line the model 2 (models
are described in table 2) predictions.
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Fig. 7. In graph is plotted the [Eu/Fe] versus [Fe/H]. The
squares are the mean values of the data bins described in the
table 6. As error bars we consider the standard deviation (see
table 6). We show in solid line the results of model 4, in short
dashed line the results of model 5 and in long dashed line the
ones of model 6 (models are described in table 2)
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Fig. 8. The data are as in Fig. 7 and in this Fig. we show in solid
line the results of the model 1 and in dashed line the results of
model 2 (models are described in table 2).
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Fig. 9. In this Fig. we show the ratio of [Ba/Eu] versus [Fe/H].
The squares are the mean values of the data bins described in
the table 6. As error bars we consider the standard deviation
(see table 6). The results of model 1 are rappresented in solid
line, the results of model 2 in long dashed line (models are
described in table 2).
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are described in table 2) predictions.
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Fig. 7. In graph is plotted the [Eu/Fe] versus [Fe/H]. The
squares are the mean values of the data bins described in the
table 6. As error bars we consider the standard deviation (see
table 6). We show in solid line the results of model 4, in short
dashed line the results of model 5 and in long dashed line the
ones of model 6 (models are described in table 2)
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Fig. 8. The data are as in Fig. 7 and in this Fig. we show in solid
line the results of the model 1 and in dashed line the results of
model 2 (models are described in table 2).
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Fig. 9. In this Fig. we show the ratio of [Ba/Eu] versus [Fe/H].
The squares are the mean values of the data bins described in
the table 6. As error bars we consider the standard deviation
(see table 6). The results of model 1 are rappresented in solid
line, the results of model 2 in long dashed line (models are
described in table 2).

Cescutti+06

Discussion 1: r-process?

red: model 1
blue: model 2



❖ Rizutti+18: Rotating 
Massive stars (RMS)

❖ r-process from NSM or 
Magneto-Rotationally 
Driven (MRD) SNe 

❖ The origin of Ba at [Fe/
H] < -2 is mostly r-
process.

Evolution of Sr and Ba 5249

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

-5 -4 -3 -2 -1  0  1

[B
a/

Fe
]

[Fe/H]

Figure 2. [Ba/Fe] versus [Fe/H]. The black dots, track, and shadowed area are the observations (sources listed in Table 1); red line is model F+MRD; blue
solid line is model LC000+MRD; blue dashed line is model LC150+MRD; blue double dashed line is model LC300+MRD (see Table 4).

Figure 3. [Sr/Fe] versus [Fe/H]. The black dots, track, and shadowed area are the observations (sources listed in Table 1); red line is model F+MRD; blue
solid line is model LC000+MRD; blue dashed line is model LC150+MRD; blue double dashed line is model LC300+MRD (see Table 4).

Figure 4. [Sr/Ba] versus [Fe/H]. The black dots, track, and shadowed area are the observations (sources listed in Table 1); red line is model F+MRD; blue
solid line is model LC000+MRD; blue dashed line is model LC150+MRD; blue double dashed line is model LC300+MRD (see Table 4).
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Figure 8. [Ba/Fe] versus [Fe/H]. The black dots, track, and shadowed area are the observations (sources listed in Table 1); red line is model F+MRD; purple
lines are model F+NSM with variations in the time delay, namely (from darker to lighter) τ = 0, 1, 10, and 100 Myr (see Table 4).

Figure 9. [Ba/Fe] versus [Fe/H]. The black dots, track, and shadowed area are the observations (sources listed in Table 1); dark blue line is model LC000+MRD;
lighter blue lines are model LC000+NSM with variations in the time delay, namely (from darker to lighter) τ = 0, 1, 10, and 100 Myr (see Table 4).

Figure 10. [Ba/Fe] versus [Fe/H]. The black dots, track, and shadowed area are the observations (sources listed in Table 1); dark blue line is model
LC150+MRD; lighter blue lines are model LC150+NSM with variations in the time delay, namely (from darker to lighter) τ = 0, 1, 10, and 100 Myr (see
Table 4).
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❖ The origin of Ba is “main” r-process and “main” s-process.

❖ → (NSM or some other r-process) and (low-mass) AGB stars.

❖ The stochasticity of r-process diversifies [Ba/Fe]: MW should 
be somewhere between Ret II (, Tuc III) and other UFDs.

Figure 6 Chemical abundance patterns of stars in UFDs. The left, middle, and right panels

show [C/Fe], [Mg/Fe], and [Ba/Fe] ratios as a function of metallicity, respectively. UFD

stars are plotted as colored diamonds, squares, triangles, and circles, as listed in the legend

at bottom. The UFD data have been adopted from Koch et al. (2008), Feltzing et al.

(2009), Frebel et al. (2010, 2016), Simon et al. (2010), Norris et al. (2010a,b,c), Lai et al.

(2011), Gilmore et al. (2013), Koch et al. (2013), Frebel, Simon & Kirby (2014), Ishigaki

et al. (2014), Roederer & Kirby (2014), Ji et al. (2016b,c), François et al. (2016), Kirby

et al. (2017), Hansen et al. (2017), Nagasawa et al. (2018), Chiti et al. (2018), Spite et al.

(2018), and Ji et al. (2018). A sample of metal-poor Milky Way halos stars from Cohen

et al. (2013) and Roederer et al. (2014) is displayed as small gray circles for comparison.

general results in specific abundance ratios do exist, but their frequency does not seem to

be high (e.g., Vargas et al. 2013).

3.4.1. Typical Ultra-Faint Dwarfs. Chemical abundance measurements from high-resolution

spectroscopy are now available for at least one star in 16 UFDs. This sample currently

contains more than 50 stars, with metallicities ranging from [Fe/H] = �1.4 to [Fe/H] =

�3.8. With a handful of exceptions, the abundance patterns of di↵erent ultra-faint dwarfs

closely resemble each other (see, e.g., Chiti et al. 2018), such that the galaxy in which a star

is located cannot be discerned by examining its chemical abundances (see Figure 6). Some

of the examples of distinct abundance patterns include the low [↵/Fe] ratios in Horologium I

(Nagasawa et al. 2018) and low [Sc/Fe] ratios in Com Ber and possibly Segue 2 (Frebel et al.

2010; Roederer & Kirby 2014).

For elements through the iron peak, the abundances of ultra-faint dwarf stars closely

follow the halo trend as a function of metallicity (Fig. 6). This result strongly suggests that

nucleosynthesis and chemical evolution at early times do not depend significantly on galactic

environment (e.g., Tolstoy, Hill & Tosi 2009; Simon et al. 2010). Whether the dispersion in

abundance for each element at a constant metallicity matches between halo stars and the

UFDs has not been investigated, but could be illuminating as to early chemical evolution

and star formation. At the lowest metallicities, a significant fraction of UFD stars have

high carbon abundances (e.g., Frebel et al. 2010; Norris et al. 2010a; Salvadori, Skúladóttir

& Tolstoy 2015; Ji et al. 2016b; Spite et al. 2018), again matching previous findings for the

20 Simon

1 NSM: Lucky

0 NSM: unlucky

❖ If we fix [Fe/H]:

❖ MW is at higher density peak.

❖ MW is larger than UFDs because of larger 
mixing mass.

❖ → Stochasticity (“0 or 1”-ness) is more 
important in UFDs than in MW.

Evolution
w/o stochasticity [Fe/H]

Discussion 1: r-process?



Discussion 2: difference among UFDs
❖ If we assume that IMF depends only on metallicity, IMF should be 

similar in any UFDs.

❖ How can we make UFDs with diverse [Ba/Fe] (-0.5 ~ -2.5), except for 
Ret II, Tuc III and Gru II?

❖ SFH: Galaxies with long star formation duration has higher [Ba/Fe] 
than lower ones. However, it enhances scatter within each UFD.

❖ The r-process: All the UFDs with [Ba/Fe] ~ -0.5 actually have Eu 
from the stochastic r-process, but below the detection limit.

❖ Another stochastic event: It can be r- or s- process. Roughly 1/104 
Msun of stars formed

❖ Or, IMF depends on other conditions?



Conclusion
❖ Low [Ba/Fe] of UFDs (than MW) can be attributed to two 

facts:

❖ Short star formation duration.

❖ No r-process contribution.

❖ We need to enhance Ba production.

❖ Only super-AGB seems not enough.

❖ Top-heavy IMF seems to have an opposite effect. However, 
we can tune the IMF to reproduce Ba abundance.

❖ Rotating massive stars seems too much (?)



❖ Formation epochs are 
important for [Ba/Fe].

❖ [Ba/Fe] increases as it ages, 
even if [Fe/H] are the same.

First 1Gyr

1Gyr < M_{form} < 2Gyr 2Gyr < M_{form} < 3Gyr

Results, MW-like



First 1Gyr

2Gyr < M_{form} < 3Gyr

Results, dwarf



dwarf & UFD list
Table 1. Dwarf Galaxy Data

Dwarf MV R1/2 Distance vhel � [Fe/H] �[Fe/H] Referencesa,b

(pc) (kpc) (km s�1) (km s�1)

Tucana IV �3.50+0.28
�0.28 127+26

�22
48.0+4.0

�4.0 1,1,1,-,-,-,-

Sculptor �10.82+0.14
�0.14 279+16

�16
86.0+5.0

�5.0 111.4+0.1
�0.1 9.2+1.1

�1.1 �1.73+0.03
�0.02 0.44+0.02

�0.02 2,2,3,4,5,6,6

Cetus II 0.00+0.68
�0.68 17+9

�5
30.0+3.0

�3.0 1,1,1,-,-,-,-

Cetus III �2.45+0.57
�0.56 90+32

�14
251.0+24.0

�11.0 7,7,7,-,-,-,-

Triangulum II �1.60+0.76
�0.76 16+4

�4
28.4+1.6

�1.6 �381.7+1.1
�1.1 < 3.4c �2.24+0.05

�0.05 0.53+0.12
�0.38 2,2,8,9,9,9,9

Segue 2 �1.98+0.88
�0.88 40+4

�4
37.0+3.0

�3.0 �40.2+0.9
�0.9 < 2.2c �2.14+0.16

�0.15 0.39+0.12
�0.13 2,2,10,11,11,6,6

DESJ0225+0304 �1.10+0.50
�0.30 19+9

�5
23.8+0.7

�0.5 12,12,12,-,-,-,-

Hydrus I �4.71+0.08
�0.08 53+4

�4
27.6+0.5

�0.5 80.4+0.6
�0.6 2.7+0.5

�0.4 �2.52+0.09
�0.09 0.41+0.08

�0.08 13,13,13,13,13,13,13

Fornax �13.34+0.14
�0.14 792+18

�18
139.0+3.0

�3.0 55.2+0.1
�0.1 11.7+0.9

�0.9 �1.07+0.02
�0.01 0.27+0.01

�0.01 2,14,15,4,5,6,6

Horologium I �3.76+0.56
�0.56 40+10

�9
87.0+13.0

�11.0 112.8+2.5
�2.6 4.9+2.8

�0.9 �2.76+0.10
�0.10 0.17+0.20

�0.03 2,2,16,17,18,18,18

Horologium II �1.56+1.02
�1.02 44+15

�14
78.0+8.0

�7.0 2,2,19,-,-,-,-

Reticulum II �3.99+0.38
�0.38 51+3

�3
31.6+1.5

�1.4 62.8+0.5
�0.5 3.3+0.7

�0.7 �2.65+0.07
�0.07 0.28+0.09

�0.09 2,2,20,21,21,21,21

Eridanus II �7.10+0.30
�0.30 246+17

�17
366.0+17.0

�17.0 75.6+1.3
�1.3 6.9+1.2

�0.9 �2.38+0.13
�0.13 0.47+0.12

�0.09 22,22,22,23,23,23,23

Reticulum III �3.30+0.29
�0.29 64+26

�23
92.0+13.0

�13.0 1,1,1,-,-,-,-

Pictor I �3.67+0.60
�0.60 32+15

�15
126.0+19.0

�16.0 2,2,16,-,-,-,-

Columba I �4.20+0.20
�0.20 117+12

�12
183.0+10.0

�10.0 8,8,8,-,-,-,-

Carina �9.45+0.05
�0.05 311+15

�15
106.0+5.0

�5.0 222.9+0.1
�0.1 6.6+1.2

�1.2 �1.80+0.02
�0.02 0.24d 2,2,24,4,5,25,25

Pictor II �3.20+0.40
�0.50 47+20

�13
45.0+5.0

�4.0 26,26,26,-,-,-,-

Carina II �4.50+0.10
�0.10 92+8

�8
36.2+0.6

�0.6 477.2+1.2
�1.2 3.4+1.2

�0.8 �2.44+0.09
�0.09 0.22+0.10

�0.07 27,27,27,28,28,28,28

Carina III �2.40+0.20
�0.20 30+8

�8
27.8+0.6

�0.6 284.6+3.4
�3.1 5.6+4.3

�2.1 27,27,27,28,28,-,-

Ursa Major II �4.43+0.26
�0.26 139+9

�9
34.7+2.0

�1.9 �116.5+1.9
�1.9 5.6+1.4

�1.4 �2.23+0.21
�0.24 0.67+0.20

�0.15 2,2,29,30,31,6,6

Leo T �8.00e 118+11

�11
409.0+29.0

�27.0 38.1+2.0
�2.0 7.5+1.6

�1.6 �1.91+0.12
�0.14 0.43+0.13

�0.09 32,32,33,30,30,6,6

Segue 1 �1.30+0.73
�0.73 24+4

�4
23.0+2.0

�2.0 208.5+0.9
�0.9 3.7+1.4

�1.1 �2.71+0.45
�0.39 0.95+0.42

�0.26 2,2,34,35,35,36,36
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Table 1 (cont’d)

Dwarf MV R1/2 Distance vhel � [Fe/H] �[Fe/H] Referencesa,b

(pc) (kpc) (km s�1) (km s�1)

Leo I �11.78+0.28
�0.28 270+17

�16
254.0+16.0

�15.0 282.9+0.5
�0.5 9.2+0.4

�0.4 �1.48+0.02
�0.01 0.26+0.01

�0.01 2,2,37,38,38,6,6

Sextans �8.94+0.06
�0.06 456+15

�15
95.0+3.0

�3.0 224.3+0.1
�0.1 7.9+1.3

�1.3 �1.97+0.04
�0.04 0.38+0.03

�0.03 2,2,39,4,5,6,6

Ursa Major I �5.13+0.38
�0.38 295+28

�28
97.3+6.0

�5.7 �55.3+1.4
�1.4 7.0+1.0

�1.0 �2.16+0.11
�0.13 0.62+0.10

�0.08 2,40,41,30,31,6,6

Willman 1 �2.90+0.74
�0.74 33+8

�8
45.0+10.0

�10.0 �14.1+1.0
�1.0 4.0+0.8

�0.8 �2.19+0.08
�0.08 2,2,42,43,43,43,-

Leo II �9.74+0.04
�0.04 171+10

�10
233.0+14.0

�14.0 78.3+0.6
�0.6 7.4+0.4

�0.4 �1.68+0.02
�0.03 0.34+0.02

�0.02 2,2,44,45,45,6,6

Leo V �4.29+0.36
�0.36 49+16

�16
169.0+4.0

�4.0 170.9+2.1
�1.9 2.3+3.2

�1.6 �2.48+0.21
�0.21 0.47+0.23

�0.13 2,2,46,47,47,47,47

Leo IV �4.99+0.26
�0.26 114+13

�13
154.0+5.0

�5.0 132.3+1.4
�1.4 3.3+1.7

�1.7 �2.29+0.19
�0.22 0.56+0.19

�0.14 2,2,48,30,30,6,6

Crater II �8.20+0.10
�0.10 1066+86

�86
117.5+1.1

�1.1 87.5+0.4
�0.4 2.7+0.3

�0.3 �1.98+0.10
�0.10 0.22+0.04

�0.03 49,49,49,50,50,50,50

Virgo I �0.80+0.90
�0.90 38+12

�11
87.0+13.0

�8.0 51,51,51,-,-,-,-

Hydra II �4.86+0.37
�0.37 67+13

�13
151.0+8.0

�7.0 303.1+1.4
�1.4 < 3.6c �2.02+0.08

�0.08 0.40+0.48
�0.26 2,2,52,53,53,53,53

Coma Berenices �4.28+0.25
�0.25 69+5

�4
42.0+1.6

�1.5 98.1+0.9
�0.9 4.6+0.8

�0.8 �2.43+0.11
�0.11 0.46+0.09

�0.08 2,2,54,30,30,6,6

Canes Venatici II �5.17+0.32
�0.32 71+11

�11
160.0+4.0

�4.0 �128.9+1.2
�1.2 4.6+1.0

�1.0 �2.35+0.16
�0.19 0.57+0.15

�0.12 2,2,55,30,30,6,6

Canes Venatici I �8.73+0.06
�0.06 437+18

�18
211.0+6.0

�6.0 30.9+0.6
�0.6 7.6+0.4

�0.4 �1.91+0.04
�0.04 0.39+0.03

�0.02 2,2,56,30,30,6,6

Boötes II �2.94+0.74
�0.75 39+5

�5
42.0+1.0

�1.0 �117.0+5.2
�5.2 10.5+7.4

�7.4 �2.79+0.06
�0.10 < 0.35c 2,2,57,58,58,59,59

Boötes I �6.02+0.25
�0.25 191+8

�8
66.0+2.0

�2.0 101.8+0.7
�0.7 4.6+0.8

�0.6 �2.35+0.09
�0.08 0.44+0.07

�0.06 2,2,60,61,61,62,62

Ursa Minor �9.03+0.05
�0.05 405+21

�21
76.0+4.0

�4.0 �247.2+0.8
�0.8 9.5+1.2

�1.2 �2.12+0.03
�0.02 0.33+0.02

�0.03 2,2,63,64,4,6,6

Draco II �0.80+0.40
�1.00 19+4

�3
21.5+0.4

�0.4 �342.5+1.1
�1.2 < 5.9c �2.70+0.10

�0.10 < 0.24c 65,65,65,65,65,65,65

Hercules �5.83+0.17
�0.17 216+20

�20
132.0+6.0

�6.0 45.0+1.1
�1.1 5.1+0.9

�0.9 �2.47+0.13
�0.12 0.47+0.11

�0.08 2,2,66,30,30,6,6

Draco �8.88+0.05
�0.05 231+17

�17
82.0+6.0

�6.0 �290.7+0.7
�0.8 9.1+1.2

�1.2 �2.00+0.02
�0.02 0.34+0.02

�0.02 2,2,67,64,4,6,6

Sagittarius �13.50+0.15
�0.15 2662+193

�193
26.7+1.3

�1.3 139.4+0.6
�0.6 9.6+0.4

�0.4 �0.53+0.03
�0.02 0.17+0.02

�0.02 68,68,69,70,70,71,71

Sagittarius II �5.20+0.10
�0.10 33+2

�2
70.1+2.3

�2.3 20,20,20,-,-,-,-

Indus II �4.30+0.19
�0.19 181+70

�64
214.0+16.0

�16.0 1,1,1,-,-,-,-

Grus II �3.90+0.22
�0.22 93+16

�12
53.0+5.0

�5.0 1,1,1,-,-,-,-
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Table 1 (cont’d)

Dwarf MV R1/2 Distance vhel � [Fe/H] �[Fe/H] Referencesa,b

(pc) (kpc) (km s�1) (km s�1)

Pegasus III �4.10+0.50
�0.50 78+31

�25
205.0+20.0

�20.0 �222.9+2.6
�2.6 5.4+3.0

�2.5 �2.40+0.15
�0.15 72,72,72,73,73,73,-

Aquarius II �4.36+0.14
�0.14 160+26

�26
107.9+3.3

�3.3 �71.1+2.5
�2.5 5.4+3.4

�0.9 �2.30+0.50
�0.50 74,74,74,74,74,49,-

Tucana II �3.90+0.20
�0.20 121+35

�35
58.0+8.0

�8.0 �129.1+3.5
�3.5 8.6+4.4

�2.7 �2.90+0.15
�0.16 0.29+0.15

�0.12 16,16,16,75,75,76,76

Grus I �3.47+0.59
�0.59 28+23

�23
120.0+12.0

�11.0 �140.5+2.4
�1.6 2.9+2.1

�1.0 �1.42+0.55
�0.42 0.41+0.49

�0.23 2,2,17,75,75,75,75

Pisces II �4.23+0.38
�0.38 60+10

�10
183.0+15.0

�15.0 �226.5+2.7
�2.7 5.4+3.6

�2.4 �2.45+0.07
�0.07 0.48+0.70

�0.29 2,2,77,53,53,53,53

Tucana V �1.60+0.49
�0.49 16+5

�5
55.0+9.0

�9.0 1,1,1,-,-,-,-

Phoenix II �2.70+0.40
�0.40 37+8

�8
84.3+4.0

�4.0 20,20,20,-,-,-,-

Tucana III �1.49+0.20
�0.20 37+9

�9
25.0+2.0

�2.0 �102.3+0.4
�0.4 < 1.2c �2.42+0.07

�0.08 < 0.19c 20,20,1,78,78,78,78

Note. — These data are provided as a convenience to the community. However, in recognition of the e↵ort invested by many

researchers to obtain, reduce, analyze, and publish these measurements, we strongly encourage authors to cite the original

references (which are listed below), not just this compilation, where possible.

aReferences: (1) Drlica-Wagner et al. (2015); (2) Muñoz et al. (2018); (3) Pietrzyński et al. (2008); (4) Walker et al. (2009a);

(5) Walker, Mateo & Olszewski (2009); (6) Kirby et al. (2013b); (7) Homma et al. (2018); (8) Carlin et al. (2017); (9) Kirby

et al. (2017); (10) Boettcher et al. (2013); (11) Kirby et al. (2013a); (12) Luque et al. (2017); (13) Koposov et al. (2018); (14)

Battaglia et al. (2006); (15) Rizzi et al. (2007); (16) Bechtol et al. (2015); (17) Koposov et al. (2015a); (18) Koposov et al.

(2015b); (19) Kim & Jerjen (2015); (20) Mutlu-Pakdil et al. (2018); (21) Simon et al. (2015); (22) Crnojević et al. (2016a);

(23) Li et al. (2017); (24) Karczmarek et al. (2015); (25) Fabrizio et al. (2012); (26) Drlica-Wagner et al. (2016); (27) Torrealba

et al. (2018); (28) Li et al. (2018b); (29) Dall’Ora et al. (2012); (30) Simon & Geha (2007); (31) this work (32) de Jong et al.

(2008); (33) Clementini et al. (2012); (34) Belokurov et al. (2007); (35) Simon et al. (2011); (36) Frebel, Simon & Kirby (2014);

(37) Bellazzini et al. (2004); (38) Mateo, Olszewski & Walker (2008); (39) Lee et al. (2003); (40) Okamoto et al. (2008); (41)

Garofalo et al. (2013); (42) Willman et al. (2005a); (43) Willman et al. (2011); (44) Bellazzini, Gennari & Ferraro (2005); (45)

Spencer et al. (2017); (46) Medina et al. (2018); (47) Collins et al. (2017); (48) Moretti et al. (2009); (49) Torrealba et al.

(2016a); (50) Caldwell et al. (2017); (51) Homma et al. (2016); (52) Vivas et al. (2016); (53) Kirby, Simon & Cohen (2015);

(54) Musella et al. (2009); (55) Greco et al. (2008); (56) Kuehn et al. (2008); (57) Walsh et al. (2008); (58) Koch et al. (2009);

(59) Ji et al. (2016c); (60) Dall’Ora et al. (2006); (61) Koposov et al. (2011); (62) Brown et al. (2014); (63) Bellazzini et al.

(2002); (64) Muñoz et al. (2005); (65) Longeard et al. (2018); (66) Musella et al. (2012); (67) Kinemuchi et al. (2008); (68)

Majewski et al. (2003); (69) Hamanowicz et al. (2016); (70) Bellazzini et al. (2008); (71) Mucciarelli et al. (2017); (72) Kim

et al. (2015a); (73) Kim et al. (2016); (74) Torrealba et al. (2016b); (75) Walker et al. (2016); (76) Chiti et al. (2018); (77)

Sand et al. (2012); (78) Simon et al. (2017).

bThe references listed for each object are for, in order: (1) MV , (2) R1/2, (3) distance, (4) vhel, (5) �, (6) [Fe/H], and (7)

�[Fe/H]. Inasmuch as the properties of some galaxies have been determined by multiple studies, this reference list is not intended

to be complete. Instead, it represents our assessment of the best available data. In cases where no velocity and/or metallicity

measurements are available in the literature, a dash is listed in place of the corresponding reference.
cUpper limits are at 90% confidence. Where the original reference does not provide a value at that confidence interval, we

have determined one from the data.
dNo uncertainty on the metallicity dispersion of Carina was provided by Fabrizio et al. (2012).

eNo uncertainty on the absolute magnitude of Leo T was provided by de Jong et al. (2008).
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Simon+19

Sun: Mv = 4.8
100 Lsun = -0.2
104 Lsun = -5.2
105 Lsun = -7.7


