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[1] Observing dynamical friction in galaxy clusters
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FIG. 2. Shift in the location of splashback due to dynamical friction in subhalos with Msub > 0.01Mhost in bins of different
accretion rate Γ = d logMhost/d log a (left vs. right) and for bins of different host mass Mhost (top vs. bottom). Halo masses
are expressed in units of h−1M⊙. The vertical lines show the prediction from the toy model Eqn. (2). The blue vertical line
shows the predicted location in a model without dynamical friction [7], which agrees well with the splashback radius rsp for
low mass subhalos where dynamical friction is unimportant. The green vertical line shows the predicted position of splashback
from the collapse model with dynamical friction where λ = 1.4, evaluated at the mean subhalo mass of the sample with
Msub > 0.01Mhost .

like DES and HSC, splashback may provide a new win-
dow onto a variety of physics.
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FIG. 1. In both panels, the different curves show the logarithmic slope of the number density profile d log n/d log r as a function
of radius r within cluster-sized halos of virial mass Mhost = 1 − 4 × 1014h−1M⊙ from the MDPL2 simulation, for various
populations within the host halos. The dashed line corresponds to all dark matter particles, while the solid lines show subhalos
of different mass, as denoted in the legend. The splashback radius occurs at the location of the steepening feature in these
profiles. Subhalos with less than 1% of the host mass have similar splashback radii as the full set of DM particles, while more
massive subhalos have smaller splashback radii, consistent with the effects of dynamical friction. The left panel shows host
halos with cvir < 4, while the right panel shows host halos with cvir > 6, illustrating the significant dependence of dynamical
friction effects on host concentrations. Subhalo masses are expressed in units of h−1M⊙.

the spatial distribution of substructure. For example, it
has long been known that subhalos orbiting at small radii
tend to have earlier accretion redshifts than subhalos or-
biting at large radii within their hosts [5, 15–17]. One
might therefore imagine that the difference in splashback
radii between high-mass and low-mass subhalos might
be due to systematic differences in the accretion times
for those subhalo samples (caused by resolution effects,
for example), but we have checked that the distribution
of accretion redshifts as defined in the Rockstar cata-
log is nearly identical for low-mass and high-mass sub-
halos. This precludes the difference in rsp from arising
from mass-dependent selection effects which can convert
the radial dependence of mean accretion redshift into an
apparent radial dependence of subhalo mass. Another
line of evidence for dynamical friction as the explanation
for the trend of rsp with mass is the concentration de-
pendence of the effect. As Fig. 1 shows, the decrease in
rsp is stronger for hosts with higher concentration cvir.
This is expected for dynamical friction, since increasing
cvir raises the central density, which increases the drag
rate as seen in Eqn. (1).
The splashback feature therefore offers a direct method

to observe the effects of dynamical friction. It is straight-
forward to estimate how dynamical friction will affect the

splashback radius, using the spherical collapse model of
Adhikari et al. [7]. We modify their model somewhat,
adding an extra term to the equation of motion to ac-
count for dynamical friction,

dvr
dt

= −
GM(r)

r2
− η

G2Msubρ(r)

|vr|3
vrf(vr/σ). (2)

Here, Msub is the mass of the subhalo (we neglect tidal
stripping), vr is its radial velocity, M(r) is the host halo
mass enclosed within radius r, ρ(r) is the local density at
radius r, the phase space factor is taken to be that for a
Maxwellian distribution, f(x) = erf(x)− 2π−1/2x e−x2/2

[2], and η is the unknown proportionality constant from
Eqn. (1). Since we do not have a first principles calcu-
lation of η, we treat it as a free parameter that is fit to
the simulation data. We find that η ≈ 1.4 provides a
reasonable fit for the cluster-sized host masses we have
considered. For simplicity, in this toy model we assume
radial orbits for subhalos, which is unphysical but re-
duces the number of dynamical variables. Because radial
orbits pass through the host center r = 0 where the NFW
profile diverges, we instead approximate the host profile
using a cored isothermal profile, with rcore = 0.1 × rvir.
Figure 1 shows this is a reasonable approximation to the
host profile well inside the splashback radius, since at
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FIG. 3. (Left) Observations of splashback in clusters from the redMaPPer catalog of galaxy clusters with 0.15 < zc < 0.33
and 10 < λ < 20. Plotted is the logarithmic slope of the projected number density of galaxies as a function of cluster-centric
radius. (Right) Corresponding profiles for subhalos in host halos with M200m = 3 − 9 × 1013h−1M⊙ at z = 0.25 from the
MDPL2 simulation. This host mass range was chosen to match the richness range from the left panel. Both panels show the
slope of the projected density, not the 3D space density, in contrast to the previous figures.
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Figure 1. The measured galaxy profile ⌃g around redMaPPer clusters in SDSS and the corresponding best-fitting models. The top
panels show ⌃g measurements and model fits, the middle panels show the logarithmic derivative of the ⌃g models, and the bottom panels
show the ratio of the ⌃g data points to the model. The left panels shows the model fits with no steepening function (i.e. f

trans

= 1),
while the right panels show the fits with additional steepening beyond an Einasto profile (i.e. f

trans

is allowed to vary). The red curves
in the upper panels show contribution to the projected galaxy density from the collapsed component (⇢collg (r) = ⇢Ein(r)f

trans

(r)). The

green curve in the right panel shows the contribution from the Einasto term of the model (⇢Ein(r)). The grey curves are the total profile
without miscentering, while the dashed black curves are the profiles with miscentering. Comparing the left and the right panels reveals
that a model with large miscentering and f

trans

= 1 can produce very similar total profile as a model with small miscentering and f
trans

free.

Table 1. Results of model comparison with various modeling and data choices. RM indicates the redMaPPer catalog, Y07 indicates the
catalog of Y07. ��2 and ln(O

21

) values indicate the results of the model comparison between the f
trans

= 1 and f
trans

= free models,
and are computed as described in §3.5.

Model Catalog Priors Scales Fit [h�1Mpc] ��2 ln (O
21

)

A: no miscentering RM f
mis

= 0.0, ⌧ = 0.0 0.1 < R < 8.0 139 69
B: fixed miscentering RM f

mis

= 0.2, ⌧ = 0.4 0.1 < R < 8.0 73.3 36
C: miscentering with fiducial prior RM f

mis

= 0.2 ± 0.07, ⌧ = 0.4 ± 0.1 0.1 < R < 8.0 5.2 8.9
D: miscentering with wider prior RM f

mis

= 0.2 ± 0.14, ⌧ = 0.4 ± 0.2 0.1 < R < 8.0 2.6 3.2
E: excluding small scales RM f

mis

= 0.2 ± 0.07, ⌧ = 0.4 ± 0.1 0.3 < R < 8.0 0.8 0.6
F: NFW profile RM f

mis

= 0.2 ± 0.07, ⌧ = 0.4 ± 0.1 0.1 < R < 8.0 42.8 31

G: miscentering with wide priors,
tighter prior on ↵

Y07
f
mis

= 0.2 ± 0.14, ⌧ = 0.4 ± 0.2
log↵ = log(0.2) ± 0.1

0.1 < R < 8.0 14.1 7.8

MNRAS 000, 1–17 (2017)
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Figure 1. The measured galaxy profile ⌃g around redMaPPer clusters in SDSS and the corresponding best-fitting models. The top
panels show ⌃g measurements and model fits, the middle panels show the logarithmic derivative of the ⌃g models, and the bottom panels
show the ratio of the ⌃g data points to the model. The left panels shows the model fits with no steepening function (i.e. f

trans

= 1),
while the right panels show the fits with additional steepening beyond an Einasto profile (i.e. f

trans

is allowed to vary). The red curves
in the upper panels show contribution to the projected galaxy density from the collapsed component (⇢collg (r) = ⇢Ein(r)f

trans

(r)). The

green curve in the right panel shows the contribution from the Einasto term of the model (⇢Ein(r)). The grey curves are the total profile
without miscentering, while the dashed black curves are the profiles with miscentering. Comparing the left and the right panels reveals
that a model with large miscentering and f

trans

= 1 can produce very similar total profile as a model with small miscentering and f
trans

free.

Table 1. Results of model comparison with various modeling and data choices. RM indicates the redMaPPer catalog, Y07 indicates the
catalog of Y07. ��2 and ln(O

21

) values indicate the results of the model comparison between the f
trans

= 1 and f
trans

= free models,
and are computed as described in §3.5.

Model Catalog Priors Scales Fit [h�1Mpc] ��2 ln (O
21

)

A: no miscentering RM f
mis

= 0.0, ⌧ = 0.0 0.1 < R < 8.0 139 69
B: fixed miscentering RM f

mis

= 0.2, ⌧ = 0.4 0.1 < R < 8.0 73.3 36
C: miscentering with fiducial prior RM f

mis

= 0.2 ± 0.07, ⌧ = 0.4 ± 0.1 0.1 < R < 8.0 5.2 8.9
D: miscentering with wider prior RM f

mis

= 0.2 ± 0.14, ⌧ = 0.4 ± 0.2 0.1 < R < 8.0 2.6 3.2
E: excluding small scales RM f

mis

= 0.2 ± 0.07, ⌧ = 0.4 ± 0.1 0.3 < R < 8.0 0.8 0.6
F: NFW profile RM f

mis

= 0.2 ± 0.07, ⌧ = 0.4 ± 0.1 0.1 < R < 8.0 42.8 31

G: miscentering with wide priors,
tighter prior on ↵

Y07
f
mis

= 0.2 ± 0.14, ⌧ = 0.4 ± 0.2
log↵ = log(0.2) ± 0.1

0.1 < R < 8.0 14.1 7.8

MNRAS 000, 1–17 (2017)
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Table 2. Best-fit model parameters with f
trans

free (number preceding semicolon in each column) and f
trans

= 1 (number following
semicolon) and under di↵erent modeling assumptions. Modeling choices are described in Table 1. We have excluded some parameters in
this table for clarity. The remaining parameters are given in Table A1.

Model Catalog rs[h�1Mpc] rt[h�1Mpc] ↵ � � f
mis

⌧ R3D
sp

[h�1Mpc]

A RM 0.85 ; 0.36 1.25 ; — 0.10 ; 0.42 3.83 ; — 6.26 ; — 0.0 ; 0.0 — ; — 1.23 ± 0.05
B RM 0.32 ; 0.29 1.31 ; — 0.16 ; 0.41 3.71 ; — 6.42 ; — 0.22 ; 0.22 0.32 ; 0.32 1.16 ± 0.05
C RM 0.27 ; 0.20 1.38 ; — 0.17 ; 0.41 3.98 ; — 6.73 ; — 0.22 ; 0.47 0.34 ; 0.40 1.18 ± 0.08
D RM 0.24 ; 0.19 1.42 ; — 0.19 ; 0.44 4.11 ; — 6.82 ; — 0.25 ; 0.51 0.34 ; 0.41 1.17 ± 0.09
E RM 0.35 ; 0.44 1.34 ; — 0.23 ; 0.93 3.66 ; — 6.45 ; — 0.20 ; 0.22 0.42 ; 0.43 1.15 ± 0.07
F RM 0.79 ; 0.10 1.23 ; — 1.54 ; 0.74 3.65 ; — 6.23 ; — 0.21 ; 0.50 0.45 ; 0.33 1.22 ± 0.17

G Y07 0.35 ; 0.28 1.30 ; — 0.21 ; 0.38 3.75 ; — 6.20 ; — 0.51 ; 0.48 0.16 ; 0.20 1.16 ± 0.08

ther evidenced by the low value of ��2 in this case). The
residuals for both fits (shown in the bottom panels of the fig-
ure) appear almost identical between the two model fits. The
preference for one model over the other, then, is driven by
the priors on the model parameters, in particular the prior
on f

mis

, as we will discuss below. The minimum of the loga-
rithmic derivative of ⌃g occurs in roughly the same location
in both fits, as can be seen in the middle panels of Fig. 1.
However, while the two models generate very similar total
profiles (and similar total logarithmic derivatives), they fit
the data in significantly di↵erent ways. To see this, consider
the red curves in Fig. 1, which show profile of the collapsed
component when f

trans

= 1 (left) and when f
trans

= free
(right). We see that the f

trans

= 1 model fits the outer profile
(R & 0.5 h�1Mpc) with a large value of ↵. In general, larger
↵ results in a shallower inner profile for r < rs. However, in
the case of the f

trans

= 1 fit, the value of rs is decreased,
which results in a steep profile at R . 0.5 h�1Mpc; a large
f
mis

then flattens the inner profile somewhat. The model
with f

trans

= free, on the other hand, prefers a shallower
inner profile at the same radii (as a result of larger rs), does
not require as much miscentering, and is steepened substan-
tially by the f

trans

term at R & 0.5 h�1Mpc.

The model with f
trans

= 1 prefers a miscentering frac-
tion of f

mis

⇠ 0.45, in tension with the miscentering prior,
which prefers f

mis

= 0.2. This tension between the preferred
miscentering fraction and the miscentering prior, when com-
bined with the behavior of the Einasto profile, drives the
preference for the model with f

trans

= free evaluated using
the evidence ratio. In support of this conclusion, when we
allow more freedom in the miscentering model by doubling
the widths of the Simet et al. (2016) miscentering priors
(Model D in Table 1), we find that the evidence ratio in fa-
vor of f

trans

= free is weakened by roughly a factor of 300
relative to the case with Model C miscentering priors. Solely
by going from a model without miscentering (Model A) to
a model with weak miscentering (Model D), the log odds
ratio has been reduced from ln O

21

= 69 to ln O
21

= 3.2.
We note, though, that the odds ratio on the Je↵reys’ scale
is still “strong”, even with these weaker miscentering priors.
When we explore the extreme case of no priors on the mis-
centering parameters, we find that the odds ratio is reduced
to ln O

21

= 0.86, amounting to only “weak evidence.”

As noted previously, M16 also considered the e↵ects of
miscentering on their analysis, but took a very di↵erent ap-
proach than that taken here. M16 repeated their measure-

ments of the galaxy density using only clusters of low mis-
centering probability (P

cen

> 0.9), finding that the change
in R3D

sp

was within measurement uncertainty. We have re-
peated this test using our measurements, finding similar re-
sults. However, we do find that the galaxy density profile for
the high P

cen

clusters is somewhat steeper on small scales
than for the full sample, as is expected for a sample with
better centering. While miscentering may not significantly
impact the location of R3D

sp

, as we have shown above, it can
still have a significant impact on the inferred model param-
eters and the shape of the logarithmic derivative of the pro-
file. Furthermore, the P

cen

parameter in redMaPPer does
not fully encapsulate all possible mechanisms of cluster mis-
centering, such as the intrinsic scatter between the center
of the dark matter halo and the BCG (since the redMaP-

Per center is constrained to be on top of one of the cluster
galaxies). For these reasons it is important to include mis-
centering when modeling the halo profile as we have done
here.

Given the impact of systematics such as miscentering,
non-linear galaxy bias, detection incompleteness, photome-
try inaccuracy and blending on the inner density profile, it
makes sense to consider removing the innermost scales when
fitting the galaxy density measurements. We perform such
a fit by excluding scales below 0.3 h�1Mpc; the results are
shown as Model E in Table 1 and Table 2. We find that when
scales below 0.3 h�1Mpc are excluded, the data no longer
exhibit a statistically significant preference for f

trans

6= 1:
��2 = 0.8 and odds ratio of 1.8. This is not surprising
given that this is e↵ectively ignoring all the constraining
power on small scales, which we have seen previously is very
important for distinguishing the f

trans

= 1 and f
trans

=free
models.

The above analysis highlights the fact that allowing ad-
ditional freedom in the inner galaxy density profile signifi-
cantly a↵ects the ability of the data to distinguish between
models with f

trans

= 1 and f
trans

6= 1. This behavior can
be understood in the following way. The Einasto model of
Eq. 2 couples the inner profile and the outer profile: as ↵
is increased, the inner profile becomes shallower while the
outer profile becomes steeper. If one ignores miscentering in
the modeling of the galaxy density profile (as was done in
M16) then the value of ↵ is strongly constrained by the inner
profile to be ↵ ⇠ 0.2. In this case, fitting the data at inter-
mediate scales requires truncation of the Einasto profile by
the f

trans

term, and f
trans

= 1 will be excluded at high sig-

MNRAS 000, 1–17 (2017)
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from the MCMC analysis of the galaxy profile measurements.
Black curves show results of analysis that allows the parameters
in the f

trans

term of Eq. 4 to be free, while red curve shows results
when f

trans

= 1. Both analyses use the Model C miscentering
priors from Table 1.

nificance. If, on the other hand, one allows for miscentering
(or removes the innermost scales), the inner density profile
can be fit by larger ↵, smaller rs and larger f

mis

. Since a
model with larger ↵ already has a steep outer profile, the
preference for additional steepening in the outer halo profile
(as parameterized with f

trans

) is reduced. We compare the
posteriors on ↵, rs and f

mis

for the two model fits in Fig. 2.
We note that the high values of ↵ preferred by the model

fits with f
trans

= 1 are disfavored by other studies. As shown
in Table 2, these fits generally prefer ↵ in the range 0.3–0.4.
These values are well within our prior of log ↵ = log 0.2±0.6,
but may be somewhat extreme relative to expectations for
the dark matter from N-body simulations (Gao et al. 2008).
A tighter prior on ↵ from a combination of simulations and
data would mean less sensitivity to the uncertainties in the
miscentering parameters, and would therefore help improve
our ability to make a more robust case for f

trans

6= 1 using
the model comparison approach explored in this section.

Unlike the Einasto profile, the gNFW profile of Eq. 6
forces the slope of the outer halo profile to asymptote to
�3 at large radius, regardless of parameter values. There-
fore, we expect that if the measured outer halo profile ex-
hibits a sharp steepening, the preference for f

trans

6= 1 will
be greater when assuming an gNFW profile than when us-
ing the Einasto model. Indeed, as shown in Table 1 (Model
F), the evidence for f

trans

= 1 is increased when using the
gNFW model. In some sense, the gNFW analysis provides
a better measure of the detection significance of f

trans

6= 1
because the outer slope is essentially fixed. However, the sen-
sitivity of the model comparison results to the parameteri-
zation of the profile of the collapsed component is certainly
a drawback to this approach to detecting a splashback-like
feature.

Figure 3. Constraints on the 3D logarithmic derivative of the
collapsed component (⇢collg (r)) and total galaxy density (⇢g(r))
from our model fits to the measured galaxy density profile around
redMaPPer clusters. The best fit value of the splashback radius,
R3D

sp

, is shown as the vertical line. The data prefer a profile which
exhibits a steepening to slopes significantly steeper than �3 over
a narrow range in radius. This finding can be interpreted as evi-
dence for truncation of the halo profile consistent with that seen
in simulations by DK14.

Figure 4. Constraint on the logarithmic derivative of the three
dimensional profile of collapsed component (top panel) and the
total galaxy profile (bottom panel) evaluated at the splashback
radius, R3D

sp

, inferred from model fits to the measured galaxy
density profiles. Solid (red) curves show results for fits when the
parameters describing the profile of the splashback feature (i.e.
f
trans

) are allowed to vary, while dashed (green) curves show
results for fits with f

trans

= 1. As discussed in the text, the
f
trans

= free model provides a better description of the data. We
find significant evidence for slopes of the collapsed material profile
significantly steeper than �3 at the splashback radius, suggesting
a truncation of the halo profile.
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radius, R3D
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, inferred from model fits to the measured galaxy
density profiles. Solid (red) curves show results for fits when the
parameters describing the profile of the splashback feature (i.e.
f
trans

) are allowed to vary, while dashed (green) curves show
results for fits with f

trans

= 1. As discussed in the text, the
f
trans

= free model provides a better description of the data. We
find significant evidence for slopes of the collapsed material profile
significantly steeper than �3 at the splashback radius, suggesting
a truncation of the halo profile.
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Figure B1. Measurement of the splashback feature using the
Y07 group catalog. The top panel shows the projected galaxy
density profile ⌃g overlaid with models with f

trans

free (red solid)
and f

trans

= 1 (green dashed). The middle panel shows the log-
derivative of ⌃g . We note that the two model fits are nearly iden-
tical in both panels. We also overlay in grey the same measure-
ments shown in Fig. 1, which is based on the redMaPPer (RM)
cluster catalog. The feature around 1 h�1Mpc in the redMaP-

Per measurements appear slightly sharper than the Y07 group
measurement. The bottom panel shows the ratio of the Y07 mea-
surements to the best-fit models.

van Uitert E., Cacciato M., Hoekstra H., Herbonnet R., 2015,
A&A, 579, A26

APPENDIX A: MODEL PARAMETER
CONSTRAINTS

Table A1 shows the fit results for the remaining parameters
not shown in Table 2.

APPENDIX B: GALAXY DENSITY
MEASUREMENT AROUND Y07 GROUPS

The measurement of galaxy density around the Y07 groups
is shown in Fig. B1. The distribution of logarithmic slopes at
R

sp

corresponding to this measurement is shown in Fig. B2.

Figure B2. Same as Fig. 4, but for the measurement of galaxy
density around the groups in the Y07 catalog.
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Y07 analysis exhibits a large evidence ratio in support of the
model with f

trans

= free, but this is somewhat misleading
(at least in comparison to the redMaPPer results) because
of the prior we have imposed on ↵ for this analysis.

Fig. B2 shows the distribution of profile slopes for the
Y07 groups, analogous to Fig. 4 for the redMaPPer clus-
ters. The slope distributions shown in Fig. 4 are quite consis-
tent with those from the redMaPPer measurement. They
indicate logarithmic slopes of ⇢coll

g at R
sp

of �4.9±0.7, signif-
icantly steeper than the slope expected for an NFW profile
and consistent with expectations for a splashback feature.

We note that this test does not completely exclude the
possibility of systematic e↵ects introduced by the cluster
finder (redMaPPer or Y07) which could bias the loca-
tion of R

sp

or the steepness of the collapsed component
at R

sp

. Nevertheless the fact that both redMaPPer and
Y07 strongly prefer logarithmic slopes that are significantly
steeper than �3 at R

sp

is fairly convincing evidence that the
finding of truncation of the halo profile is robust.

5 CONNECTING THE HALO BOUNDARY TO
GALAXY COLORS

Our analysis has until now focused on examining the total
galaxy density profile near the transition between the infall
regime and the collapsed regime. Another approach to prob-
ing this transition is to examine galaxy colors. The passage
of a galaxy through a cluster is expected to quench star for-
mation in the galaxy. This process can happen through sev-
eral channels: gravitational interactions with other galaxies
or the cluster potential itself (e.g. Moore et al. 1996), strip-
ping of the gas in the galaxy as a result of ram pressure from
cluster gas (e.g. Gunn & Gott 1972), and stripping of gas
from the galaxy’s gaseous halo, thereby preventing replen-
ishment of gas used to form stars (i.e. “strangulation”, see
e.g. Larson et al. 1980; Kawata & Mulchaey 2008). Regard-
less of how it happens, quenching of star formation will cause
a galaxy to appear redder than galaxies with active star
formation. Measurements of a transition in galaxy clusters
near the cluster virial radius have been performed in several
previous studies including Dressler et al. (1997), Weinmann
et al. (2006) and references therein. Here, we focus on the
shape of this transition and its connection to the phase space
boundary between the infalling and collapsed regimes.

In these scenarios, the typical time scales for quench-
ing are comparable to the time taken to move across the
extent of the cluster, roughly 2-4 Gyr (Wetzel et al. 2013).
Therefore, if interactions within the cluster are responsible
for quenching, a galaxy that has undergone a single passage
through a cluster will appear redder than a galaxy that has
not yet passed through the cluster. Since galaxies outside
the splashback radius are significantly more likely to still be
on their first infall, we expect a sharp increase in the fraction
of red galaxies near the splashback radius.

Another possibility is that galaxy color simply corre-
lates with formation time or the time of accretion of the
galaxy onto the cluster and is not a↵ected by processes in-
side the cluster (e.g. Hearin et al. 2015). In this case a sharp
increase in the red fraction at R3D

sp

would still be expected
because within this radius the infalling galaxies suddenly
start to be mixed with galaxies which were accreted 2-4
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Figure 5. The top panel shows the ⌃g(R) measurements for the
full sample (black data points), the reddest quartile of galaxies
(red data points) and bluest quartile of galaxies (blue points);
best fit models to the di↵erent measurements are shown as solid
lines. The bottom panel shows the corresponding log-derivatives
of ⇢g(r) inferred from model fiting.

Gyrs ago, which would also result in a sharp change in the
red fraction. The main point in the context of this paper
is that in both scenarios the sharp increase in the red frac-
tion is associated with the transition from the infalling to
collapsed regimes at the splashback radius.

To investigate this, we consider two galaxy subsamples
selected based on their rest-frame colors as described in §2.
We measure the galaxy density profiles of the individual
subsamples, and we will define the red/blue fraction to be
the ratio of these two profiles to the ⌃g for the full galaxy
sample. The ⌃g and corresponding model fits for the two
galaxy color subsamples and the full sample are shown in
the top panel of Fig. 5; the inferred logarithmic derivatives
of the 3D profile from the model fits are shown in the bottom
panel. For this analysis we use the Model C miscentering
priors, as these reflect recent constraints from analysis of
redMaPPer clusters.

Note that the profile of the blue galaxies approaches
a power law with index close to �1.5 at large scales. Such
a power law is precisely the expectation for infalling mate-
rial that has not reached shell crossing (Dalal et al. 2010).
Consider particles outside of R3D

sp

that are falling towards a
cluster which dominates the local mass distribution. In the
absence of shell crossing, the mass interior to the particles
remains constant as they fall, and so their free fall velocity
scales as v ⇠ r�0.5, where r is the distance between the clus-
ter center and the particles. The mass contributed by such
particles to a radial shell at r and with thickness dr will be
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Figure 6. The fraction of red and blue galaxies relative to all
galaxies around redMaPPer clusters as a function of the pro-
jected distance from the cluster center.

proportional to the time the particles spends in the shell, so
(dM(r)/dr) dr ⇠ dr/v, where M(r) is the mass enclosed at
radius r. Assuming M(r) follows a power law and substitut-
ing the radial dependence of v, we have M(r) ⇠ r1.5. The
density profile, then, scales as ⇢ ⇠ M/r3 ⇠ r�1.5.

The blue galaxy sample appears to be quite consis-
tent with a purely infalling component at large r. In “pre-
processing” models, quenching occurs in the dense environ-
ment surrounding the cluster, but prior to falling into the
cluster (Fujita 2004). Quenching in this way should remove
galaxies from the blue sample as r decreases and add galax-
ies to the red sample, leading to a departure from the ex-
pected slope of �1.5. The fact that we observe logarithmic
derivatives close to -1.5 constrains the degree to which pre-
processing contributes to quenching. Note, however, that we
do observe slightly steeper slopes for the red galaxies than
for the blue galaxies, which could be consistent with some
amount of quenching due to pre-processing. This picture is
complicated somewhat by the presence of so-called “back-
splash” galaxies that have passed through the cluster (and
may therefore have been quenched by processes inside the
cluster) but have been ejected as a result of gravitational
slingshot to several virial radii (Wetzel et al. 2014). We post-
pone more in depth modeling of these scenarios to future
work.

Next, we show the red/blue fraction measurements in
Fig. 6. It is clear from Fig. 6 that the red fraction shows
an abrupt steepening at around 1.2 h�1Mpc. In a scenario
without a phase space boundary between the infalling and
collapsed regimes, it is hard to imagine how a sharp upturn
in the red fraction could arise at such large scales. The gas
densities at these radii are quite low; how would a galaxy
passing through the cluster outskirts know to become red at
this particular radius? The picture of phase space caustics
and quenching by the cluster (or at some time after accre-
tion onto the cluster) provide a natural explanation for the
observed red fraction behavior. In this picture, the galaxy
quenches after one or more passages through the cluster,
and the transition from outside R

sp

to inside R
sp

marks

the transition from a regime for which most galaxies have
never undergone a passage through the cluster to a regime
for which most galaxies have undergone passage through the
cluster. In support of this picture, the location of the upturn
in the red fraction is in excellent agreement with the R3D

sp

in-
ferred from the galaxy density measurements (shown as the
grey band in Fig. 6). Note that the three dimensional R3D

sp

is
the relevant radius of comparison since it is this radius that
marks the physical phase space boundary in projection. The
agreement between the projected red fraction measurements
and the 3D splashback radius is non-trivial.

6 DISCUSSION

6.1 Evidence for a halo boundary

Secondary infall models have predicted caustics in the phase
space distribution of particles being accreted onto halos
since the early studies of Fillmore & Goldreich (1984) and
Bertschinger (1985). It was not clear however whether the
disruptive processes in the formation of cold dark matter
halos would smear out caustic-like features, especially when
stacking across many halos. Recently, using simulations and
analytic arguments, DK14 and Adhikari et al. (2014) identi-
fied a rapid steepening of the density profile of stacked halos
in N-body simulations that they associated with a density
caustic arising from the second turnaround of matter par-
ticles, also known as splashback. Recent work by M16 has
presented evidence of a narrow steepening of the galaxy den-
sity around redMaPPer clusters detected in SDSS; such a
finding is consistent with expectations for a splashback fea-
ture.

In this work, we attempt to determine to what extent
available data support the existence of a halo boundary re-
lated to the presence of a phase space boundary between
infalling and collapsed contributions to the total density pro-
file. Two analyses are presented here:

• We decompose the profile into “infalling” and “col-
lapased” (or 1-halo) components and use a model fitting
approach to estimate the slope of the collapsed component
near the transition between these two regimes. Near the
location where the steepest slope of the total profile occurs,
the 1-halo profile reaches a logarithmic slope of about -5
over a narrow range of radius. This is significantly steeper
than the expectation of an NFW-like profile, and supports
the idea of a truncated halo profile.

• The second evidence is that the location of steepest
slope of the total profile coincides with an abrupt increase in
the fraction of red galaxies. Presumably a fraction of galaxies
inside the halo are quenched due to one or more passages
through the cluster. In the infalling regime, on the other
hand, galaxies have (for the most part) never been inside
the cluster and are therefore likely to have at most a gradual
trend in red fraction.

The results of these two analyses, shown in Fig. 3 and Fig. 6,
lend support to the presence of a phase-space halo boundary
associated with a sharp decline in the halo density profile. In
contrast with common definitions of halo boundaries, such
as R

200

or R
vir

, a phase-space halo boundary at R
sp

would
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FIG. 1.— An overview of the steps in our shell-finding algorithm for a cluster-sized halo (This halo is also shown in Figure 2(d) below). Figure 1(a) shows
a random line of sight traced through this halo’s density field (see §2.2.1 and Appendix A). Figure 1(b) shows the density profile along this line of sight before
smoothing (black line) and after smoothing with a Savitzky-Golay filter (red line). The arrow indicates the point of steepest slope identified by the algorithm in
the smoothed profile (see §2.2.2). Figure 1(c) shows the points of steepest slope for the 256 lines of sight in the viewing plane. Figure 1(d) shows the filtering
KDEs for the angular bins containing the highlighted line of sight at different refinement levels (see §2.2.3). Figure 1(e) shows the point classification that the
algorithm generates for this point distribution (see Appendix B). The white curve shows the filtering spline created during the point selection process. Points
which are close enough to this curve to pass the filter are shown in white and those which are too far away are shown in red. Figure 1(f) shows the cross-section
of the best fit Penna-Dines surface from the overall distribution of splashback points from 100 randomly oriented planes in which such a procedure was carried
out (see §2.2.4). See the text in the corresponding sections for details. All analysis is done with the parameter values listed in Table 2, but the underlying images
are rendered using spherical kernels of radius 0.05R200m to make the structures around halos more clear.
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(a) (b)

(c) (d)

(e) (f)

FIG. 2.— Density slices of six halos are shown within boxes of size 5R200m along with cross-sections of each halo’s splashback shell identified by our algorithm
(white lines) and cross-sections of spheres with the same volume as the splashback shell (black circles). The six halos were picked randomly by sampling halos
uniformly from within in the the logM200m - � plane in our L0063 simulation box. Note that Figure 2(d) shows the halo used to illustrate our algorithm in
Figure 1.
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FIG. 3.— Convergence tests for the properties of splashback shells defined
in Equation 7 - Equation 11 : enclosed mass, Msp, radius of the sphere of
equivalent radius, Rsp, ellipticity, Esp, and asphericity, Asp as a function of
the number of dark matter particles within R200m, N200m. The vertical dashed
line corresponds to N200m = 50,000, the lower limit used for the analysis in
this paper, and the shaded vertical region indicates bins which contain two
or fewer halos and are therefore dominated by individual halo error. Within
the converged particle count range there is typically a scatter of ⇡ 2% about
the median relation, which has not been plotted here for visual clarity. See
section 3 for details and discussion on this figure.

lated through Equation 7. We found that only four halos had
Rsp measurements outside of the ranges measured from the
profiles, corresponding to a minimum failure rate of ⇡ 0.5%.
Rstart and Rend can span a wide range of radii (see, e.g., Figure
6(a) and Figure 13(a)), so this test is not effective at catching
⇡ 20% errors. This test is chiefly sensitive to catasrophic fail-
ures, which we found could be as common as 25% for poorly
constructed filtering algorithms or improperly set parameters.
Achieving a low failure rate on this test is a neccessary, but not
sufficient, condition for any accurate splashback-measuring
code.

As a third test, we also carried out a convergence study of
the shell properties defined in Equations 7 - 11 with respect
to the number of dark matter particles within a halo, N200m.
These were performed by generating a representative sample
of halos and fitting two Penna-Dines shells to each of them.
The first shell is calculated using only one eighth of the halo’s
particles and the second is calculated using all the halo’s par-
ticles. We use the notation that the number of particles in
subsampled halos is N200m/8 = Nsub, and that the number of
particles in fully sampled halos is N200m = Nfull. The results of
this test are shown in Figure 3.

Figure 3 shows that for N200m > 50,000, the systematic er-
ror due to particle count in Msp is at the per cent to sub per
cent level, and that the error in Rsp, 1 + Esp, and 1 + Asp in the
same range is at the few per cent level. The shaded region
in Figure 3 indicates bins in which our simulation suite pro-
duced two or fewer halos. Figure 3 indicates that to identify
splashback shells reliably, halos need to be resolved with at
least 5 ⇥ 104 particles. It is not clear to what extent there is a
second order trend in radius after the first order convergence
at N200m. It would not be unreasonable to see a trend of this

type: as N200m increases, SHELLFISH may be able to resolve
and fit smaller scale features in halos which could result in
small changes in volume. For this reason, we cannot yet rule
out that there is a systematic . 5% trend with mass for Rsp.

3.1. Comparison to Particle Trajectories
As a fourth test of the algorithm, we inspect the trajecto-

ries of individual particles near the splashback shell. Particles
near the correctly identified splashback shells can be expected
to be either infalling for the first time or to be at the apocenter
of their first orbit. Trajectories of the infalling particles should
be roughly perpendicular to the shell locally and should not
show any deflection when crossing the shell. The trajecto-
ries of the particles that have orbited through the halo should
show a sharp turnaround at the shell location. The relative
fractions of particles of these two types will depend on the
mass accretion rate of each specific halo, but the apocenters
of particles of the second type should coincide with the iden-
tified splashback shell. Given that our algorithm does not use
any information about particles trajectory, this test is a useful
independent check on whether our algorithm identifies shells
corresponding to the actual outermost apocenters of particle
orbits.

To perform this test on a target halo, we first use SHELL-
FISH to identify a splashback shell around the halo at some
redshift z1 > 0. We then find all particles within some small
distance � of this shell and track their trajectories through a
redshift range z0 < z1 < z2.

The results of such a test are shown for four representa-
tive clusters with M200m ⇡ 1014h-1 M� from the L0250 sim-
ulation in Figure 4, where we used � = R200m/50, z0 = 0.32,
z1 = 0.13, and z2 = 0. The location of the particles at z = z1
is shown by red points. The trajectories of particles from z0
to z1 are shown as red curves and the trajectories from z1 to
z2 are shown as yellow curves. Infalling particles have red
curves pointing outside of the halo and yellow curves point-
ing inside the halo. Particles moving outwards have reversed
colors: yellow curves pointing to the outside and red curves
pointing to the inside. Particles at their apocenters will have
both curves pointing to the inside.

Figure 4 shows that for the cluster-sized halos shown, most
particles around the splashback shell are infalling, as can be
expected for rapidly accreting halos. At the same time, there
is a fraction of particles that exhibit a sharp turnaround near
the identified splashback shell: i.e., the apocenters of their
orbit coincide with the splashback shell identified from the
density field.

Figure 4(c) does show several trajectories in the southern
portion of the halo which travel outside the identified shell. It
is not clear whether this is because SHELLFISH was unable to
identify the correct splashback shell due to the high-density
filament or whether those particles were perturbed from their
orbits in later time steps by the nearby subhalo. Such trajec-
tories, however, are a small fraction of the total.

We have carried out such visual inspection of trajectories
for a large number of halos and found results qualitatively
similar to those shown in Figure 4. This indicates that our al-
gorithm is reliably picking out splashback shells that coincide
with the most distance apocenters of particle orbits.

4. RESULTS
4.1. Sample Selection
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(a) (b)

(c) (d)

FIG. 4.— Trajectories for particles during the redshift interval z 2 [0.32,0] near the splashback shell of four clusters from the L0250 simulation with M200m ⇡
1014h-1 M� identified at z1 = 0.13. Each figure shows a slice through the density field in a region centered on the halo with a width of 5R200m and a depth of
R200m/5. Every particle in this slice located within R200m/50 of the splashback shell identified by SHELLFISH at z1 = 0.13 is shown as a red point. The trajectory
of each particle during the redshift interval [0.31,0.13] is shown by red line, while the trajectory during the redshift interval [0.13,0] is shown by yellow lines.
See section 3.1 for details.

To analyze the properties of splashback shells identified
using our algorithm we construct a sample of halos drawn
from the halo catalogs of all the simulations listed in Table
1. Based on the convergence test results reported in section 3
(see Figure 3), we select halos with N200m > 50,000, so that
shell properties are converged to the level . 5%. We also re-
strict the maximum mass of halos drawn from the smaller box
simulations so that the � distribution of the largest halos in
those simulations is similar to that of halos of the same mass
in the larger boxes. This limit is imposed because small box
size may limit the mass accretion time of the largest halos, as
evolution becomes nonlinear on scales comparable to the box
size. The mass ranges sampled by each box are given in Table
1.

With these mass limits in place, we construct the halo sam-
ple for analysis by subsampling all host halos within the mass
range of each box in such a way as to obtain a uniform dis-

tribution of halos in both logM200m and �. This procedure is
repeated for z = 0, z = 0.5, z = 1, and z = 2, resulting in a total
sample sizes of 1095, 1198, 846, and 467 halos, respectively.

4.2. Comparison With Stacked Radial Density Profiles
Figure 5 presents a comparison between the distribution of

Rsp/R200m values measured by SHELLFISH and the predic-
tions of stacked profile analysis as a function of accretion
rate. In particular, we choose to compare against the � vs.
Rsp/R200m fit reported in More et al. (2015). We have cho-
sen z = 0.5 for illustration in this figure, because the z = 0.5
halo sample contains a good mix of well-converged, high
particle-count halos which become more abundant as redshift
decreases, and halos with large accretion rates, which become
more abundant as redshift increases.

The figure shows that at � . 1.5 our algorithm estimates
splashback radii similar to those from stacked profiles, while

10 Mansfield, Kravtsov & Diemer

0 1 2 3 4 5 6 7 8
�

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

R
sp

/R
20

0m

More + (2015)

Shellfish

FIG. 5.— Comparison between the distribution of Rsp/R200m values mea-
sured by SHELLFISH to the prediction of stacked density profile analysis. The
black curve shows the best fit to location of steepest slope in the stacked den-
sity profiles as a function of accretion rate, �. We use the parameterization
for this fit reported in More et al. (2015). The blue points show SHELL-
FISH Rsp/R200m measurements for individual halos, the blue curve shows the
median measurement, and the blue contours show the 68% envelope. The
SHELLFISH curve differs from stacked profiles in both amplitude and shape,
becoming ⇡30% larger for halos with � > 4. A qualitatively similar dif-
ference can be seen at all redshifts. We argue that this difference is due to
stacked profiles splashback measurements being artificially biased inwards
by massive subhalos in section 4.2.

for � & 1.5, SHELLFISH estimates progressively larger Rsp
values compared to the values from the stacked profiles. The
discrepancy in Rsp/R200m is ⇡ 30% for � ⇡ 4. This discrep-
ancy exists at all redshifts.

Given that the tests presented in section 3 indicate that our
code identifies splashback shells reliably and estimates their
properties to better than 5% accuracy at the resolution level
shown in Figure 5, it is highly unlikely that the discrepancy
is due to any issue of our algorithm. In particular, a system-
atic overestimation of Rsp by 30% would be immediately ap-
parent in the visual comparison of the identified splashback
shells and the underlying density field. Instead, we find a good
agreement in such comparisons. Additionally, we were able
to independently reproduce the results of More et al. (2015)
using the halo sample described in section 4.1. Thus, the dis-
crepancy shown in in Figure 5 is the real difference between
the two methods.

To better understand the origin of this difference, we vi-
sually inspected the radial density profiles of all the halos in
our sample and classified them into one of three qualitative
classes. First, we flagged every halo as either containing a
visually distinct steepening region in its outskirts or as con-
taining no such region. Halos of the latter type we classify
as “featureless”-type profiles. The red curve in Figure 6 is an
example of such a halo.

The remaining halos contain distinct regions in the den-
sity profiles where the logarithmic slope steepens consider-
ably over a limited range of radii. For these halos we visu-
ally identify the starting radii, Rstart, and ending radii, Rend

of their respective steepening regions. We find that almost
all such halos separate neatly into one of two classes: 1) ha-
los which have relatively sharp and narrow steepening regions
that closely correspond to the radial range of the splashback
shell found by SHELLFISH for that halo; and 2) halos which
have a relatively shallow and wide steepening region with an
Rstart value significantly smaller than the minimum radius of
the shell found by SHELLFISH. We refer to halos of the first
type as “short”-type profiles and halos of the second type as
“long”-type profiles, respectively. The blue and yellow curves
in Figure 6 are examples of these two types of profiles, respec-
tively. The number of halos is roughly similar in the three
classes of “featureless”, “short” and “long” profile types, but
the exact fractions of halos in each class changes with accre-
tion rate and with mass.

We find that when we derive splashback radii from the
stacked density profiles using only halos of the short and fea-
tureless types, the difference from the median Rsp measured
by SHELLFISH decreases to . 5% at high �. This is not sur-
prising, given that we noted that the steepening range in the
short-type profiles is consistent with the radial range of the
splashback shells derived by SHELLFISH, but demonstrates
that the difference in Rsp is due almost entirely to the effect
of the halos with the long-type profiles on the stacked density
profile.

Our analysis shows that the steepening region in the den-
sity profiles of long-type halos is not caused by the splashback
shell, but by the presence of massive subhalos. Specifically,
visual inspection of the density fields of long-type halos gen-
erally reveals that no portion of the splashback shell can be
found as far inwards as Rstart for these halos. Instead, we al-
most always find that a massive subhalo is present at R ⇡ Rstart
for these halos. Thus, the steepening region is associated with
the presence of subhalo, not the splashback. Given that sub-
halos in different halos with the same accretion rate will be
located at different R, the combined effect of the massive sub-
halos on the stacked profile is to “wash out” the signature of
the splashback shell and to bias the start of the steepening re-
gion to smaller radii.

Thus, halos with no massive subhalos in the outskirts have
the short-type profiles, while those that do have such sub-
halos have long-type profiles. Halos that either have large
neighboring halos outside their splashback shells or which ex-
ist in dense filaments have the steepening due to splashback
shell erased completely and thus have featureless-type pro-
files. The expectation is then that if contribution of massive
subhalos is removed from the density profiles the Rsp derived
from the stacked density profiles should be consistent with the
values estimated by SHELLFISH. We demonstrate that this is
the case in the next subsection.

4.3. Angular Median Density Profiles of Halos
There are many possible ways of mitigating the contribu-

tion of subhalos to the density profiles of their host halos. We
choose one of the simplest methods for doing this, one which
does not rely on the availability of robust subhalo catalogs,
and which could, in principle, be adapted for use on observed
galaxy clusters. The idea is to construct density profiles using
the median estimate of density in each radial shell instead of
the mean density. A similar approach has been used in the
analysis of the gas distribution in clusters (Zhuravleva et al.
2013).

Namely, we split each radial shell of the density profile
into N solid angle segments, e.g., using a two-hemisphere
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FIG. 6.— Comparison between spherically averaged radial density profiles (Figure 6(a)) and the angular median density profiles described in 4.3 (Figure 6(b)).
The top panels show density and the bottom panels show logarithmic slope after the density profiles have been smoothed with a fourth-order Savitzky-Golay filter
with smoothing windows a third of a decade wide. Both density and slope profiles have had their radii normalized by Rsp as measured by SHELLFISH. The three
halos are chosen to be representative of the three qualitative classes of halo profiles we identified in section 4.2. Because angular median profiles are designed to
remove interfering substructure, they have deeper and more well-defined points of steepest slope. The level of agreement between the radius of steepest slope of
the angular median profiles shown here and the Rsp values derived by SHELLFISH is typical.

variation on the algorithm described by Gringorten & Yepez
(1992), or the HEALPix pixelation algorithm (Górski et al.
2005). We then estimate density, ⇢i(r), for each segment i
and construct the halo density profile by taking the median
of these densities in each radial shell, ⇢med(r) = med[⇢i(r)].
This approach is based on the basic intuition that subhalos are
generally much smaller in extent than the host and thus con-
tribute to a fraction of the solid angle in a given radial shell,
while most of the solid angle will be dominated by the diffuse
matter of the host halo. The median density then will estimate
the density of that diffuse component and will be largely in-
sensitive to the outlier solid angle segments associated with
massive subhalos.

Figure 6 shows comparisons between usual spherically av-
eraged mean density profiles, ⇢(r), and angular median den-
sity profiles ⇢med(r) for three representative halos of the dif-
ferent classes described in section 4.2. The comparison of the
profiles in the two panels of the figure shows that the angular
median profiles of the halos are much more similar to each
other than the mean profile. Unlike the mean density profiles,
which have very different shapes, the angular median density
profiles all behave similarly: there is a narrow, sharp steepen-
ing region in the logarithmic profile centered on the radius that
SHELLFISH reports as Rsp. Thus, the diversity of profile types
noted in 4.2 is largely absent for profiles of this type. We also
note that the point of steepest slope in angular median pro-
files is significantly sharper than it is in mean profiles. Thus
the signature of the splashback shell is easier to detect when
halos are analyzed in this way.

To compare Rsp,shell measured by SHELLFISH to Rsp,med de-
rived from the individual angular median profiles, we follow
the procedure described above for every halo in the sample

described in section 4.1. We use 50 solid angle segments
per halo with 30 logarithmically-distributed radial bins per
decade. This relatively coarse spacing is needed to make up
for the fifty-fold loss in number statistics and has a non-trivial
impact on the maximum fidelity of our angular median pro-
files: the width of every bin is 8% of the radius at which
is occurs. Once the median profile is computed from these
segments, we apply a Savitzky-Golay smoothing filter with
a window size comparable to the characteristic radial width
of the regions where profile slope steepens quickly. We set
the window size to a 0.33 dex with the caveat that other rea-
sonable choices, such as a sixth of half of dex, can induce
systematic changes to the mean Rsp,med of a halo population
of ⇡ 5%. Thus, the population statistics on Rsp,med cannot be
trusted to accuracies smaller than 5% regardless of any addi-
tional statistical error bars, and that individual Rsp,med values
measured this way cannot be measured more accurately than
13%, regardless of additional profile noise. We leave more
nuanced accuracy analysis on this method to a future work,
but note that this level of accuracy is sufficient for our pur-
poses, which is merely to test whether reducing effect of sub-
halos on the radial profiles results in Rsp estimates which are
qualitatively consistent with the results of SHELLFISH.

We compare the M200m and � trends between Rsp,shell and
Rsp,med for our z = 0.5 halo sample in Figure 7 and see fairly
good agreement. The high � disagreement has dropped from
& 30% to ⇡ 5%. This is consistent with the known systematic
uncertainties in both methods and confirms that the high �
disagreement with the estimates of the splashback radius from
the stacked mean density profiles is due to the bias introduced
into these profiles by massive subhalos.

At the same time, at � . 0.5 there is ⇡ 15% disagreement
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FIG. 7.— Comparison between the mean Rsp/R200m values measured by SHELLFISH and by the angular median profile method described in section 4.3. The
left panel shows measurements made by the two methods for different � and M200m bins at z = 0.5. Shellfish measurements are shown as circles on the left side
of their respective � bins, and angular median profile measurements are shown as triangles on the right side of their respective � bins. Error bars represent only
the bootstrapped error on the mean and do not account for known systematic uncertainty in the angular median profile method (see section 4.3). The right panel
shows the median value of RShellfish/Rmedian - 1, for every halo in our sample at z = 0, 0.5, 1, and 2. The dashed blue lines show the shape of this curve when the
angular median profile’s Savitzky-Golay window width is varied to the edges of its physically reasonable value range to give a sense of the systematic variability
in this method (see section 4.3). These two figures illustrate that when large subhalos are removed from the density profiles of halos, the location of the point of
steepest slope becomes consistent with the value of Rsp measured by SHELLFISH. They also illustrate that there is a non-trivial disagreement between the two
methods for very small �.

between Rsp derived from the stacked angular median profiles
and the median measurements of SHELLFISH. In principle,
this difference could be caused by either the angular median
profile method or SHELLFISH, but preliminary comparison
with another splashback-measuring code SPARTA, which ex-
plicitly tracks particle orbits to find their apocenters (Diemer
et al., in prep.), shows tight agreement with SHELLFISH at
� > 0.5 and a level of discrepancy comparable to that seen
for angular median profiles for � < 0.5.

It is not surprising that the splashback shell is difficult to
measure at these accretion rates. At z = 0, pseudo-evolution
causes static NFW halos with cvir & 7 to report �> 0.5 purely
due to the cosmological evolution of ⇢m (Diemer et al. 2013b).
This means that the majority of halos with accretion rates this
low must be actively losing particles in order to offset their
illusory accretion rates caused by pseudo-evolution. This par-
ticle loss is typically caused by dense environments, either
because the halo is embedded in a massive filament feeding a
cluster or because it is about to merge with a larger halo.

For this reason we believe that our algorithm should not
be used to measure halos with � < 0.5 unless & 15%-level
systematic errors are acceptable. We exclude such halos from
all subsequent analysis. This is an aggressive cut for Milky
Way-sized halos at low redshifts, where 20% of halos have
� < 0.5. The cut is less severe for halos in all other mass bins
and at all other redshifts, affecting less than 5% of halos in
all such parameter slices. Clusters and high redshift halos in
particular are almost completely unaffected by this cutoff.

TABLE 3
FIT PARAMETERS

Parameter Rsp/R200m ⇢sp/⇢m

A0 1.208±0.014 120.3±2.2
A⌦ 0.32828±0.15 -51.91±3.4
↵ -0.05826±0.0049 0.1456±0.0056
� 1.114±0.43 1.314±0.007

NOTE. — Fit parameters for the Rsp/R200m and overdensity distributions
for SHELLFISH shells. The functional form of the fit is given by Equation 12.

4.4. The Relationship Between Mass, Accretion Rate, and
Splashback Radius

One of the key results obtained by previous analyses of
splashback shells (Diemer & Kravtsov 2014; More et al.
2015, 2016; Adhikari et al. 2016) using stacked radial den-
sity profiles is the dependence of the splashback radius in
units of the R200m on the mass accretion rate � (see Equa-
tion 2): halos with larger accretion rates have smaller values
of Rsp/R200m ⌘ R̃sp. In this section we present the result of fits
of the �-R̃sp relation to the Rsp point distribution measured by
SHELLFISH.

Specifically, we fit the following model to the distribution
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FIG. 8.— The relationship between the median of the fitted Rsp/R200m ⌘ R̃sp distribution and � and M200m. Equation 12 has been inverted to display
M200m as a function of R̃sp �, meaning that R̃sp,med(�) at a particular M200m can be read by following lines of constant color. To visualize the typical width
of of the R̃sp distribution, dashed white curves showing the 68% contours for M200m = 1013 h-1M� and solid white curves showing the median relations for
M200m = 1013 h-1M� are overplotted on top of the color maps. Each panel corresponds to a different redshift.

of halos in our sample in the R̃sp -� plane:

P(R̃sp | ⌫, �, ⌦M) = LN(R̃sp; µ, �), (12)

LN(R̃sp; µ, �) / exp(-(log10 R̃sp -µ)2/2log10(�)2), (13)
µ ⌘ log10(A0 + A⌦⌦M) + log10(�)↵⌫, (14)

where ⌫ is the peak height (as calculated by the COLOSSUS
code Diemer 2015) and A0, A⌦, ↵, and � are fitting parame-
ters. This functional form is used to capture several qualitative
aspects of the R̃sp distribution measured by SHELLFISH:

• R̃sp depends on �, ⌫, and cosmic time.

• For points in a thin (�, ⌫, z) slice, R̃sp follows a log-
normal distribution.

• The median of the R̃sp -� and the region enclosing 68%
of halos around the median for samples of halos within
thin (⌫, z) slices are well described by � power laws.

As discussed above, we only include halos with � > 0.5 in
the sample we use for the fits. We fit the parameters of the
functional forms given by Equations 12–14 using an imple-
mentation of the affine-invariant Markov Chain Monte Carlo
sampling algorithm of Goodman & Weare (2010). In our fits
we assume that Rsp values measured by SHELLFISH have 5%
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FIG. 9.— The relationship between the median of the fitted ⇢sp distribution and � and M200m. The visualization scheme is identical to the one used in Figure 8

accretion rate, but also has a strong dependence on
the peak height, ⌫, with larger ⌫ halos having sys-
tematically smaller Rsp/R200m at a fixed � and z. We
found that the scatter of Rsp/R200m around the median
at a given accretion rate is significant: often exceeding
10%. We provided an accurate fit for Rsp/R200m and
its scatter as a function of �, ⌫, and ⌦m (see Equations
12-14, Table 3, and Figure 8).

4. We provided a similar fit for the density contrast, ⇢(<
Rsp)/⇢m, enclosed within the splashback shells (see
Equations 12-14, and Figure 9.

5. We studied the shapes of the splashback shells using
an ellipticity parameter, Esp, and an asphericity param-
eter, Asp (defined in Equations 10 and 11, respectively).

We showed that splashback shells are generally highly
aspherical, with non-ellipsoidal oval shapes being par-
ticularly common.

6. We investigated potential correlations between splash-
back shell properties and other halo properties, but
found no significant correlations between Esp and Asp
with either mass accretion rate, mass, splashback radius
or redshift. However, we did find that the major axes of
splashback shells were correlated with the major axis
of mass distribution within the inner regions of halos.

This paper is a pilot study of splashback shells of individ-
ual halos. Further applications of the algorithm presented
here include investigation of alternative classifications of iso-
lated halos and subhalos using the splashback shell instead
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halo sample. The blue shaded region shows the range of values of these
quantities for ellipsoids with different axis ratios. The fact that Asp and Esp
of the splashback shells lie above the shaded regions means that the shells
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FIG. 11.— The correlation function, ⇠(✓�), between the major axes of
splashback shells and the major axes of total dark matter distribution. The
dashed black line shows ⇠(✓�) = 0, and indicates the level of correlation
expected for random alignment.

of the virial radius, investigation of the systematic differences
in halo masses and halo mass accretion histories when Msp is
compared to M�, and a comparison with .

We would like to thank Surhud More, Susmita Adhikari,
and Neal Dalal for useful discussions related to the results
presented in this paper, as well as Chihway Chang for use-
ful comments on the draft. This work was supported by the
Kavli Institute for Cosmological Physics at the University of
Chicago through grant PHY-1125897 and an endowment from
the Kavli Foundation and its founder Fred Kavli. We have
made extensive use of the NASA Astrophysics Data System
and arXiv.org preprint server. The simulations used in
this study have been carried out using the midway comput-
ing cluster supported by the University of Chicago Research
Computing Center.

REFERENCES

Abel, T., Hahn, O., & Kaehler, R. 2012, MNRAS, 427, 61
Adhikari, S., Dalal, N., & Chamberlain, R. T. 2014, JCAP, 11, 019
Adhikari, S., Dalal, N., & Clampitt, J. 2016, ArXiv e-prints
Behroozi, P. S., Wechsler, R. H., & Wu, H.-Y. 2013, The Astrophysical

Journal, 762, 109

Behroozi, P. S., Wechsler, R. H., & Wu, H.-Y. 2013a, ApJ, 762, 109
Behroozi, P. S., Wechsler, R. H., Wu, H.-Y., Busha, M. T., Klypin, A. A., &

Primack, J. R. 2013b, ApJ, 763, 18
Bertschinger, E. 1985, ApJS, 58, 39
Dalal, N., Lithwick, Y., & Kuhlen, M. 2010, ArXiv e-prints

16 Mansfield, Kravtsov & Diemer

FIG. 10.— The asphericity parameter, Asp, versus the ellipticity parameter,
Esp (defined in Equations. 11 and Equation 10, respectively) for our z = 0
halo sample. The blue shaded region shows the range of values of these
quantities for ellipsoids with different axis ratios. The fact that Asp and Esp
of the splashback shells lie above the shaded regions means that the shells
have significantly higher surface areas than ellipsoids of similar ellipticity
and volume.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
�� [Radians]

�1

0

1

2

3

4

�(
� �

)

FIG. 11.— The correlation function, ⇠(✓�), between the major axes of
splashback shells and the major axes of total dark matter distribution. The
dashed black line shows ⇠(✓�) = 0, and indicates the level of correlation
expected for random alignment.

of the virial radius, investigation of the systematic differences
in halo masses and halo mass accretion histories when Msp is
compared to M�, and a comparison with .

We would like to thank Surhud More, Susmita Adhikari,
and Neal Dalal for useful discussions related to the results
presented in this paper, as well as Chihway Chang for use-
ful comments on the draft. This work was supported by the
Kavli Institute for Cosmological Physics at the University of
Chicago through grant PHY-1125897 and an endowment from
the Kavli Foundation and its founder Fred Kavli. We have
made extensive use of the NASA Astrophysics Data System
and arXiv.org preprint server. The simulations used in
this study have been carried out using the midway comput-
ing cluster supported by the University of Chicago Research
Computing Center.

REFERENCES

Abel, T., Hahn, O., & Kaehler, R. 2012, MNRAS, 427, 61
Adhikari, S., Dalal, N., & Chamberlain, R. T. 2014, JCAP, 11, 019
Adhikari, S., Dalal, N., & Clampitt, J. 2016, ArXiv e-prints
Behroozi, P. S., Wechsler, R. H., & Wu, H.-Y. 2013, The Astrophysical

Journal, 762, 109

Behroozi, P. S., Wechsler, R. H., & Wu, H.-Y. 2013a, ApJ, 762, 109
Behroozi, P. S., Wechsler, R. H., Wu, H.-Y., Busha, M. T., Klypin, A. A., &

Primack, J. R. 2013b, ApJ, 763, 18
Bertschinger, E. 1985, ApJS, 58, 39
Dalal, N., Lithwick, Y., & Kuhlen, M. 2010, ArXiv e-prints

p.8


